OA Online Appendix (Not For Publication)

OA.1 Detailed Characterization of Equilibrium Without Bidding Preferences

As shown in section 2.1, the sellers” expected profits can be expressed in terms of their probabilities of

winning. Using our assumptions about the distributions of seller fulfillment costs, the probabilities of

winning are

qL (l‘;aF,EL) = Pr

1—=x

1—dp

(vL > zlvg, < EL) dlL_: 11_%
Jfz < p
,ifx e [,u,EL)
Jif x> dp

(bF (.Q?) < by, (UL) |’UL < EL) Pr (’UL < EL) +1xPr (UL > EL)

<bF UF)"UF<dF)Pr( FSEF)+1XPF(UF>EF)

P> $|’UF < dF) dF + (1 — dF)

Jifx € [,u,ap)
Jif x ZEF

Integrating these probabilities we get the expected profits
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And similarly for an entrant of type L with fulfillment cost v (where ;1 < dr)
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To find the entry thresholds, we need to find the type-F supplier dr and type-L supplier d;, who
are indifferent between entering (in which case they receive U; (d;; dp,dr) — ¢) and staying out of the
second-stage auction (in which case they receive the contract at price 1 with probability 1 [1 — F} (d;)].
That is, we need to solve the system of equations
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Since each of these equations has two cases, there are potentially two solutions, depending on whether
dr < dy. However, there is no solution when dr < dy. The solution with dr > d, satisfies
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Solving, we see that
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which characterize the entry strategies in this equilibrium. Given these, the expected number of
entrants in the auction is
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we can also calculate the expected payments to each bidder when their fulfillment cost is v

mp (v) = Ur (v) + qr (v) v
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The ex-ante expected profits of the two bidders are therefore
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Together, these imply that the price the auctioneer expects to pay is

E[p] = Ev [mr(v)] + Ev [m(v)] + Pr(n = 0)
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OA.2 Proof of Proposition 1

Proof. The proposition can be shown by simple differentiation. Starting with the expected number of
entrants, differentiating (5), we see that
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which depends on how the entry thresholds change with c. Differentiating the expressions for the entry
thresholds (OA.7) and (OA.8),
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Plugging these into (OA.15), we obtain
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showing the first part of the proposition. Following the same steps for the second part, the derivative of

the expected price is
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and inserting the expressions for the thresholds’ derivatives, we obtain

OElp] _ 10dp di—p (| dr)[do—pddr dr 94, 4, ody
de 2 Oc Fl—u 2 1—p Oc 1—p Oc 2(1—p) Oc
J— J— J— — — —_ —_ 72 —_
dFdL—,LL — dL—,ul—dF dF dF 1—dL dL 1—dL
=—— 1-d 1—— -
2¢ 1fu( F)+1fu 2 2 )1—p 2¢ 2(1-p) 2c
_ — .2 —
dr, —p (1—dr) 1—dp, — 2 — N2 =
= 1—dp)" —(1—-d 2d
1—p 2¢ +4c(1—u) [( ) F) L}>O
where the last inequality follows since dp > d;, completing the proof. O

OA.3 Detailed Characterization of Equilibrium With Bidding Preferences

As shown in section 2.1, the sellers” expected profits can be expressed in terms of their probabilities of

winning. Using our assumptions about the distributions of seller fulfillment costs, the probabilities of
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winning are
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Integrating these probabilities we get the expected profits
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And similarly for an entrant of type L with fulfillment cost v (where p < E{)
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To find the entry thresholds, we need to find the type-F supplier dr and type-L supplier d;, who
are indifferent between entering (in which case they receive U; (d;; dr,dr) — ¢) and staying out of the
second-stage auction (in which case they receive the contract at price 1 with probability 1 [1 — F} (d;)].
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That is, we need to solve the system of equations
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Since each of these equations has two cases, there are potentially two solutions, depending on whether
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Solving, we see that
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which characterize the entry strategies in this equilibrium. Given these, the expected number of
entrants in the auction is
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we can also calculate the expected payments to each bidder when their fulfillment cost is v
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The ex-ante expected profits of the two bidders are therefore
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OA.4 Proof of Proposition 2

Proof. We will prove the proposition for the expected number of participants. The proof for the expected
price is analogous (but more tedious). To prove the proposition we proceed in three steps. First, we show
that for any level of entry costs ¢ € (0,¢|, there is a threshold v above which introducing preferences at
that rate causes prices to increase, and below which prices decrease. Second, we show that this threshold
is decreasing in the entry costs procurers impose on suppliers. Third we argue that these first two steps
imply the proposition. Our first step can be characterized in the following lemma.

Lemma 3. Let n(c,v) be the expected number of participants when preferences are given by ~ € (0,1] and
participation costs are ¢ € [0,¢]. For every ¢ € [0,¢| there exists a unique v* (¢) € [0,1] that satisfies
n(¢,v* (¢)) = n(c,1). Moreover, n (c,vy) <n(c,1) Vy € [0,v* (¢)] and n (¢,y) > n (e, 1), Vy € [v* (¢),1]

Proof. To prove this, we will show that n (¢, ) is unimodal in « for every c. Differentiating the expected
number of entrants, we have that

on(c,y) ddp 4 1 ody

oy oy 1—p oy

Denoting the indifference conditions determining the entry thresholds (OA.21) by F, and applying the
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implicit function theorem, we see that the derivatives are given by
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Rearranging the indifference conditions, we can see that dr = ~vdr, + \/2vcn, with which we can show

that the determinant in the derivative is
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Substituting in (OA.31) we get that
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These imply that the derivative of n (¢, v) is given by
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Since the term in square brackets is always positive, the sign of this derivatives depends on the sign of
the first term. Since ddr /0y > 0 and ddr, /0y < 0, this term is strictly decreasing in +. Finally, we show
that this term is positive at 7 = 0 and negative at v = 1. To see that this term is negative at v = 1 note

that B
—dr

_ 1 _ _ _
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For any v, dr = vdy, + \/27cp, so for v = 1 we have dr — dy, = \/2cpu. This implies that
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where the last inequality is strict whenever ¢ and p are non-zero. To see that this term is positive at
v = 0, note that as v — 0, dr — 0. Therefore, to continue to satisfy (OA.21), it must be the case that
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dy, — 1—2¢(1— ). Therefore,
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The final ingredient we need to complete the proof of the lemma is to show that there exists exactly
one other value of v for which E [n] is the same as when v = 1. To show this, we show that E [n|y = 0] <
E [n|y = 1]. To see this, note that at 7 = 0 we have that
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1—

At the other limit, when v = 1, we get that
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Comparing this to E [n|y = 0], it will be sufficient if
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Combining all the pieces, E [n] is smaller at ¥ = 0 than at 7 = 1 and unimodal in between, so it must
have exactly one intermediate #,, for which E [n|y = 4,,] = E [n|y = 1], proving the lemma. O

The second step is to show that higher-cost procurers have a lower v*. The following lemma shows
this
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Lemma 4. The price-equalizing y is lower for procurers who impose larger entry costs on suppliers:

(o) (OA.37)
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Proof. Applying the implicit function theorem to the expression defining +* (¢), the derivative we are

evaluating is given by
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By lemma 3, the denominator of (OA.38) is positive, so to show the lemma, we need to show that the
numerator is positive. For this, it will be sufficient to show that *n (c,v) /9cd is negative. To see this,
denote the indifference conditions determining the entry thresholds (OA.21) by F and apply the implicit
function theorem. The derivatives of the system with respect to the thresholds dr and d, are in the proof

of lemma 3. The remaining derivatives we need are
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D.d = —[DygF) ' D.F

o (U —rdp) + L (1—dp)  idE ~1
:_’Dd]:|1< ( zL) i( F) 2111:%

1‘?‘%( —dp) 2T -1
DA —5 (1—dr) —v2yep  575F -1
p(L—dy) -2 e )\ -1

:\/ﬂ 1—p (5(
iy (1—do)+ (1—dr) \ —}

Combining these, we see that
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All the terms in the square brackets are decreasing in 7, so we have shown that 9*n (c, ) /9cd is nega-
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tive, and hence we have shown the lemma. O

From these two lemmas the proposition can be seen as follows. To see part (i) consider a particular

v < 7,- By lemma 3, n (¢,v) —n (¢, 1) > 0 for all procurers whose entry costs ¢ are such that v* (¢) < 7.

Conversely, n (¢,7) —n (c,1) < 0 for all procurers whose entry costs are such that v* (¢) > +. By lemma

4, v* (¢) < v for all procurers with entry costs higher than ¢* (), and v* (¢) > ~ for all procurers with

entry costs below ¢* (), where ¢* () is the unique cost level satisfying v* (¢* (7)) = ~. Part (ii) follows
immediately from the continuity of n (¢, y) in c and 7.

O

OA.5 Identification of Bureaucrat and Organization Effects with Multiple Connected Sets

As shown in Abowd et al. (2002), it isn’t possible to identify all the bureaucrat and organization effects.
In particular, they show that (a) the effects are identified only within connected sets of bureaucrats and
organizations; and (b) within each connected set s containing N ; bureaucrats and N, ; organizations,
only the group mean of the lhs variable, and N, — 1 + N, s — 1 of the bureaucrat and organization
effects are identified. More generally, within each connected set, we can identify NV} s + N, s — 1 linear
combinations of the bureaucrat and organization effects.

To see this explicitly, write the model as
p = X8+ Ba+ Fy (OA.39)

where p is the N x 1 vector of item prices; X is an N x k matrix of control variables, B is the N x IV,
design matrix indicating the bureaucrat responsible for each purchase; a is the N}, x 1 vector of bureau-
crat effects; F is the IV x N, design matrix indicating the organization responsible for each purchase; and
1 is the N, x 1 vector of organization effects.

Suppressing X3 for simplicity, the OLS normal equations for this model are

[I;MB FHZO“]:[E]p (OA.40)

OLS

As Abowd et al. (2002) show, these equations do not have a unique solution because [B F|' [B F] only
has rank N, + N, — N,, where N; is the number of connected sets. As a result, to identify a particular
solution to the normal equations, we need N, additional restrictions on the as and s.

Abowd et al. (2002) add N; restrictions setting the mean of the person effects to 0 in each connected
set. They also set the grand mean of the firm effects to 0. However, this makes it difficult to compare
across connected sets since all the firm effects are interpreted as deviations from the grand mean, which
is a mean across connected sets. Instead, we will add 2NV, restrictions setting the mean of the bureaucrat
and organization effects to 0 within each connected set. These N, additional constraints also allow us
to identify S connected set means v, = &; + 1 which facilitate comparison across connected sets and

allow us to interpret the variances of the estimated bureaucrat and organization effects as lower bounds
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on the true variances of the bureaucrat and organization effects.
Specifically, we augment the model to be

p = XB +Ba& + Fip + Sy (OA 41)

where S is the N x N, design matrix indicating which connected set each item belongs to; ~y is the N, x 1
vector of connected set effects; and we add the restriction that & and ¥ have mean zero in each connected
set. Our fixed effects estimates thus solve the normal equations of this augmented model, plus 2N, zero-
mean restrictions:

o ] SR
F [B F s} & F |p
s’/ P | = S/ (OA.42)
S, 0 0 4 0
I 0 S, 0 | o0 |

where S, is the N, x N}, design matrix indicating which connected set each bureaucrat belongs to, and
S, is the N x N, design matrix indicating which connected set each organization belongs to.

The following proposition describes the relationship between these estimators and the bureaucrat
and organization effects.

Proposition 5 (Identification). If the true model is given by (OA.39), then &, v, and 4, the estimators of &,
 and v in the augmented model (OA.41) that solve the augmented normal equations (OA.42) (i) are uniquely
identified, and (ii) are related to the true bureaucrat and organization effects o and 1 by

& o — Sb/a
Y| =|v-S¥ (OA.43)
5 a+y

where & is the N x 1 vector of connected-set bureaucrat effect means, and 1 is the Ny x 1 vector of connected-set

organization effect means.

Proof. We will prove each part of the result separately. To see uniqueness, first note that the standard
normal equations for (OA.41) only has rank N;, + N, — N;. To see this, we note that BS,” = FS,’ = S and
s0 2N, columns of the N x (N, + N, + N;) matrix [B F S] are collinear. However, the 2N, restrictions
Spé& = 0 and S, = 0 are independent of the standard normal equations, so the first matrix in (OA.42)
has rank N, 4+ N, + N and hence the solution to (OA.42) is unique.

To see the second part, it suffices to show that (OA.43) solves (OA.42). First, substitute the estimators
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out of (OA.42) using (OA.43) and substitute in the true model using (OA.39) to rewrite (OA.42) as

B/ B’
F | [B(a—Sp'@)+F(¢h—So'p) +S (a+1)] F | [Ba + Fy]
S’ = s’
Sy (a — Sb/a) 0
i So (¥ —So'¥) 1L 0 |

From here, noting again that BS,’ = FS,’ = S; that Spa is an N x 1 vector in which each entry is the
sum of the bureaucrat effects; and that S, is an Ny x 1 vector in which each entry is the sum of the

organization effects, shows that the two sides are equal, yielding the result. O

OA.6 Details on Text Analysis

This appendix provides some of the details of the procedure we use to categorize procurement purchases
into groups of homogeneous products. We proceed in three steps. First, we transform the raw product
descriptions in our data into vectors of word tokens to be used as input data in the subsequent steps.
Second, we develop a transfer learning procedure to use product descriptions and their corresponding
Harmonized System product codes in data on the universe of Russian imports and exports to train a
classification algorithm to assign product codes to product descriptions. We then apply this algorithm
to the product descriptions in our procurement data. Third, for product descriptions that are not suc-
cessfully classified in the second step, either because the goods are non-traded, or because the product
description is insufficiently specific, we develop a clustering algorithm to group product descriptions
into clusters of similar descriptions.

Once our data is grouped into products, we create our main outcome of interest-unit prices—in three
steps. First, we standardize all units to be in SI units (e.g. convert all lengths to meters). Second, for each
good, we keep only the most frequent standardized units i.e. if a good is usually purchased by weight
and sometimes by volume, we keep only purchases by weight. Third, we drop the top and bottom 5%
of the unit prices for each good since in some cases the number of units purchased is off by an order
of magnitude spuriously creating very large or very small unit prices due to measurement error in the
quantity purchased.

OA.6.1 Preparing Text Data

The first step of our procedure ‘tokenizes’ the sentences that we will use as inputs for the rest of the
procedure. We use two datasets of product descriptions. First, we use the universe of customs declara-
tions on imports and exports to & from Russia in 2011-2013. Second, we use the product descriptions in
our procurement data described in section 4.1. Each product description is parsed in the following way,
using the Russian libraries for Python’s Natural Language Toolkit™

*Documentation on the Natural Language Toolkit (NLTK) can be found at http:/ /www.nltk.org/

67



1. Stop words are removed that are not core to the meaning of the sentence, such as “the”, “and”, and

“"_

a

2. The remaining words are lemmatized, converting all cases of the same word into the same ‘lemma’

or stem. For example, ‘potatoes’ become “potato’.
3. Lemmas two letters or shorter are removed.

We refer to the result as the tokenized sentence. For example the product description “NV-Print Cartridge
for the Canon LBP 2010B Printer” would be broken into the following tokens: [cartridge, NV-Print,
printer, Canon, LBP, 3010B]. 60 Similarly, the product description “sodium bicarbonate - solution for
infusion 5%,200ml” would result in the following tokens: [sodium, bicarbonate, solution, infusion, 5%,
200ml].%!

0OA.6.2 Classification

In the second step of our procedure we train a classification algorithm to label each of the sentences in
the customs data with one of the H¢ labels in the set of labels in the customs dataset, 7. To prepare
our input data, each of the N¢ tokenized sentences t; in the customs dataset is transformed into a vector
of token indicators and indicators for each possible bi-gram (word-pair), denoted by x; € X¢.°* Each
sentence also has a corresponding good classification g; € G, so we can represent our customs data as
the pair {X¢, gc'} and we seek to find a classifier jc (x) : Xo — Hc that assigns every text vector x to a
product code.

As is common in the literature, rather than solving this multiclass classification problem in a single
step, we pursue a “one-versus-all” approach and reduce the problem of choosing among G possible
good classifications to G binary choices between a single good and all other goods, and then combine
them (Rifkin & Klautau, 2004). Each of the G¢ binary classification algorithms generates a prediction
pg (xi), for whether sentence i should be classified as good g. We then classify each sentence as the good
with the highest predicted value:

gc (x;) = arg max pg (X;) (OA.44)
9€Gc

Each binary classifier is a linear support vector machine, with a hinge loss function.®® That is, it

solves

1 &
i m— 1 - 7 * 7 .
V{]rql}(rllq No ; max {0, 1 —ygi - (Wg-X; +ag)} (OA.45)

¢

60The original Russian text reads as “kaprpumzxk NV-Print mus npunrepa Canon LBP 3010B” with the following set of
Russian tokens: [kapTpumx, NV-Print, mpuatep, Canon, LBP, 3010B]|.

1T he original Russian text reads as “marpus rumpokap6onat - pactBop juia uadysuii 5%,200mn” with the set of Russian
tokens as: [Harpwust, rugpokapboHart, pactsop, urdysus, 5%, 200m|.

62The customs entry “Electric Table Lamps Made of Glass" is transformed into the set of tokens: [electric, table, lamp, glass].
The original Russian reads as “mammbr snexrpraeckue Hacronbable u3 creksaa’ and the tokens as: [snexrpuaeckuil, HACTOD-
HBIH, JIAMII, CTEKJIO).

63 A description of the support vector loss function (hinge loss), which estimates the mode of the posterior class probabilities,
can be found in Friedman ef al. (2013, 427)
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where

1 ifgi=g

Ygi =

—1 otherwise
The minimands W, and &, are then used to compute p, (x;) = W, - X; + 4, with which the final classifi-
cation is formed using equation (OA.44). We implement this procedure using the Vowpal Wabbit library
for Python.** This simple procedure is remarkably effective; when trained on a randomly selected half
of the customs data and then implemented on the reamining data for validation, the classifications are
correct 95% of the time. Given this high success rate without regularization, we decided not to try and
impose a regularization penalty to improve out of sample fit.

Having trained the algorithm on the customs dataset, we now want to apply it to the procurement
dataset wherever possible. This is known as transfer learning (see, for example Torrey & Shavlik (2009)).
Following the terminology of Pang & Yang (2010), our algorithm j¢ performs the task 7o = {Hc, g0 ()}
learning the function g¢ (-) that maps from observed sentence data X to the set of possible customs
labels G¢. The algorithm was trained in the domain D¢ = {X¢, F' (X))} where F (X) is the probability
distribution of X. We now seek to transfer the algorithm to the domain of the procurement dataset,
Dp = {Xp,F (X)} so that it can perform the task 75 = {Hp, g5 (-)}. Examples of the classification
outcomes can be found in Tables OA.1 (translated into English) and OA.2 (in the original Russian). The
three columns on the left present the tokens from the descriptions of goods in the procurement data,
along with an identifying contract number and the federal law under which they were concluded. The
columns on the right indicate the 10-digit HS code (‘13926100000 - Office or school supplies made of
plastics’) that was assigned to all four of the goods using the machine learning algorithm. In addition,
we present the tokenized customs entries that correspond to this 10 digit HS code.

The function to be learned and the set of possible words used are unlikely to differ between the
two domains—A sentence that is used to describe a ball bearing in the customs data will also describe
a ball bearing in the procurement data—so X = X, and h¢ (1) = hp(-). The two key issues that
we face are first, that the likelihoods that sentences are used are different in the two samples so that
F (X) # F (X) . This could be because, for example, the ways that importers and exporters describe
a given good differs from the way public procurement officials and their suppliers describe that same
good. In particular, the procurement sentences are sometimes not as precise as those used in the trade
data. The second issue is that the set of goods that appear in the customs data differs from the goods in
the procurement data so that Hc # Hp. This comes about because non-traded goods will not appear in
the customs data, but may still appear in the procurement data.

To deal with these issues, we identify the sentences in the procurement data that are unlikely to
have been correctly classified by A¢ and instead group them into goods using the clustering procedure
described in section OA.6.3 below. We use two criteria to identify incorrectly labeled sentences. First, we
identify sentences that have been classified as belonging to a certain good, but are very different from the
average sentence with that classification in the customs data. Second, sentences for which the classifier

assigns a low prediction score for all products are deemed to be incorrectly labeled.

64Gee http:/ /hunch.net/~vw/.
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TABLE OA.1: EXAMPLE CLASSIFICATION - ENGLISH

Contract ID Law  Product Description HS10 Example Import Entries
Code
5070512 94FZ  folder, file, Erich, Krause, | 3926100000 product, office, made of,
Standard, 3098, green plastic
15548204 44FZ  cover, plastic, clear 3926100000 office, supply, made of,
plastic, kids, school, age,
quantity
16067065 44FZ  folder, plastic 3926100000 supply, office, cover, plastic,
book
18267299 44F7  folder, plastic, Brauberg 3926100000 collection, office, desk, indi-
vidual, plastic, packaging,
retail, sale
TABLE OA.2: EXAMPLE CLASSIFICATION - RUSSIAN
Contract ID Law  Product Description HS10 Example Import Entries
Code
5070512 94FZ  Tlanka, daiin, Erich, | 3926100000 wuzmesive, KAHIEASIPCKAIL, 13-
Krause, Standard, 3098, TOTOBJIEHHBI, TIJIACTUK
3es1éHasd
15548204 44F7  O6noxkka,  maacTukOBBIHA, | 3926100000 xaHIEISIPCKMIi, TIPUHA/T-
OPO3pPaAIHbII JIEZKHOCTb, M3TOTOBJICHHBIN,
IJIACTHK, JETH, IIKOJIbHBII,
BO3PACTb, KOJTHIECTBO
16067065 44F7  Cxopocmmusarenb, maactu- | 3926100000 mpwHa1I€KHOCTS, KaH-
KOBBIA eJIIPCKANA, 3aKJIagKa,
IIJIACTUKOBBIN, KHNATA,
18267299 44F7Z.  CxopocmuBatenb, maacta- | 3926100000 wuabop, KAQHIIEJTSIPCKUIA,
KoBbI#, Brauberg HACTOJIbHBIM, UHJMBUJLY-
aJbHBIN,  MJIACTMACCOBBIN,
YIIaKOBKA, PO3HUYHBIN,
MIPOJIAXKA
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To identify outlier sentences, we take the tokenized sentences that have been labeled as good g,
t, = {t; : gc (x;) = ¢} and transform them into vectors of indicators for the tokens vgi.65 For each good,
we then calculate the mean sentence vector in the customs data as vg = Yv,imexc Vil [tg|. Then,
to identify outlier sentences in the procurement data, we calculate each sentence’s normalized cosine

similarity with the good’s mean vector,
0, — 22— (Voir Vo) (OA 46)
Sg

K
— __VgiVg — Zk:gl tgiktgk
Vaill ||V K, K,
vector v, with its good mean vg,66 K, is the number of tokens used in descriptions of good g, and

where s (vgi, vy) = cos (Vgi, Vg) is the cosine similarity of the sentence

5 = th:gll s (vgi, vg) is the mean of good g’s sentence cosine similarities. Sentences with a normalized
cosine similarity above a threshold 6 are deemed to be misclassified. To choose the threshold 6, we use
the customs data again. We apply the classification algorithm to the customs data, and identify correctly
classified sentences (jc (x;) = ¢;) and incorrectly classified sentences (jo (x;) # gi). A typical choice of
the threshold 6 will minimize the sum of type I and type II errors

Vo)=Y I{6<6}+ Y I1{6;>06} (OA.47)
go (xi)#gi go (xi)=gi
Type I errors Type II errors

In the customs data V (6) is roughly flat between 0.65 and 0.95, so we choose 0.95. In our second
criterion, we deem a sentence to be incorrectly classified if all predictive scores are below 0.1. i.e. if

maxgeg Pg (Xi) < 0.1.

OA.6.3 Clustering

The third step of our procedure takes the misclassified sentences from the classification step and groups
them into clusters of similar sentences. We will then use these clusters as our good classification for
this group of purchases. To perform this clustering we use the popular K-means method. This method
groups the tokenized sentences into k clusters by finding a centroid ¢, for each cluster to minimize the

sum of squared distances between the sentences and their group’s centroid. That is, it solves
N
min ) [|f (e, ;) — & (OA.48)
i=1

where f (c,t;) returns the closest centroid to t;. To speed up the clustering on our large dataset we im-

plemented the algorithm by mini-batch k-means. Mini-batch k means iterates over random subsamples

5Note that these vectors differ from the inputs x; to the classifier in two ways. First, they are specific to a certain good, and
second, they omit bigrams of the tokens

% Note that the cosine similarity ranges from 0 to 1, with 0 being orthogonal vectors and 1 indicating vectors pointing in the
same direction.

71



(in our case of size 500) to minimize computation time. In each iteration, each sentence is assigned to
it's closest centroid, and then the centroids are updated by taking a convex combination of the sentence
and its centroid, with a weight on the sentence that converges to zero as the algorithm progresses (see
Sculley (2010) for details).

The key parameter choice for the clustering exercise is k, the number of clusters to group the sen-
tences into. As is common in the literature, we make this choice using the silhouette coefficient. For each

sentence, its silhouette coefficient is given by

, b(i) —a(s
n (@) = max({; @, EL zz’)} (OA.49)
where a (7) is the average distance between sentence i and the other sentences in the same cluster, and
b (i) is the average distance between sentence i and the sentences in the nearest cluster to sentence i’s
cluster. A high value of the silhouette coefficient indicates that the sentence is well clustered: it is close to
the sentences in its cluster and far from the sentences in the nearest cluster. Picking k£ = 10, 500 produces
a low silhouette coefficient, and results are not sensitive to using a lower value of 6, 500 or to dropping

all the clustered data and using only the correctly classified data.
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OA.7 Additional Figures and Tables
FIGURE OA.1: EVENT STUDIES OF PRICES AROUND SWITCHES BETWEEN GOODS

PANEL A: EVENT STUDY AROUND BUREAUCRATS SWITCHING GOODS
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PANEL B: EVENT STUDY AROUND ORGANIZATIONS SWITCHING GOODS

Product Trajectory
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The figure shows time trends in prices around switches in the products that bureaucrats (Panel A) or organizations (Panel B)
are purchasing. The horizontal axis measures days on which bureaucrat-product pairs (organization-product pairs in Panel B)
occur together, with time 0 being the last day on which the bureaucrat purchases the old product just before switch, and time 1
being the first day the bureaucrat buys the new product after the switch. The y axis measures average residualized prices paid
by the bureaucrat-product pair where prices are residualized by regressing log unit prices on month fixed effects. We create a
balanced panel in which we require each bureaucrat-product pair to occur together on two separate days and each bureaucrat
to purchase at least one other product in the quarter containing time 0 (for the “old” product the bureaucrat purchases before
the switch) or time 1 (for the product the “new” product the bureaucrat purchases after the switch). Products are classified into
quartiles according to their average (residualized) prices when purchased by other bureaucrats in the quarter containing time
0 (for the old product) or the quarter containing time 1 (for the new product).
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FIGURE OA.2: EVENT STUDIES OF PRICES: 3-DAY BALANCED PANELS

PANEL A: EVENT STUDY AROUND
ORGANIZATIONS SWITCHING BUREAUCRATS
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PANEL B: EVENT STUDY AROUND PANEL C: EVENT STUDY AROUND
BUREAUCRATS SWITCHING GOODS ORGANIZATIONS SWITCHING GOODS
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The figure shows time trends in prices around switches in the bureaucrat that organizations use to make purchases (Panel A);
the products that bureaucrats are purchasing (Panel B); and the products that organizations are purchasing (Panel C). Panel
A is constructed in the same way as figure 2 but with the additional requirement that each bureaucrat-organization pair work
together on three separate days. Similarly, Panel B is constructed in the same way as panel A of figure OA.1 but requiring
bureaucrat-product pairs to occur on three separate days, and Panel C is constructed in the same way as panel B of figure OA.1
but requiring organization-product pairs to occur on three separate days.
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FIGURE OA.3: NO SYSTEMATIC PATTERN IN RESIDUALS: LARGEST CONNECTED SET
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The figure presents a heatmap of averages of the residuals from the estimation of equation (11): p; = X;8 + ay(; jy + ¥; +

Vs(v,5) T €i- The residuals are binned by vingtiles of the estimated bureaucrat effect &;, and organization effect 1; within each
connected set of organizations. The sample used is the Largest Connected Set (All Products) summarized in Table 1.
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TABLE OA.3: TOTAL PROCUREMENT IN RUSSIA BY TYPE OF MECHANISM USED

2011 % 2012 % 2013 % 2014 % 2015 % 20112015 %
Electronic Auctions 7475 464 111.12  54.6 113.96 58.0 9497 517 93.66 515 488.45 52.7
Single Supplier 3849 239 4434 218 4187 213 3249 177 39.92 219 19712 213
Request for Quotations 594 37 5.81 29 567 29 2.18 1.2 1.88 1.0 2147 23
Open Tender 29.94 186 4210 207 3481 177 4441 242 32.64 179 18390 19.8
Other Methods 11.91 74 020 0.1 018 0.1 953 52 13.85 7.6 35.67 3.8
Total Procurement 161.10 203.64 196.56 183.64 182.02 926.95
Russian Non-Resource GDP 1,431.68 1,705.01 1,815.10 2,006.63 2,208.35 9,166.77
Procurement / Non-Resource GDP (%) 11.3 119 10.8 9.2 8.2 10.1

This table presents summary statistics about how much procurement was completed under federal laws 94FZ and 44FZ each year according to
the mechanism used. All sums are measured in billions of US dollars at an exchange rate of 30 rubles to 1 US dollar. Data on Russian procure-
ment comes from the central nationwide Register for public procurement in Russia (http://zakupki.gov.ru/epz/main/public/home.html).
Data on Russian GDP comes from International Financial Statistics (IFS) at the International Monetary Fund (http://data.imf.org/), which
we adjust using the percentage of GDP coming from natural resources rents as calculated by the World Bank (http://data.worldbank.org/
indicator/NY.GDP.TOTL.RT.ZS?locations=RU&name_desc=true).
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TABLE OA.5: AVERAGE EFFECT OF BID PREFERENCES FOR DOMESTIC PRODUCERS ON PROCURE-
MENT PRICES AND AUCTION ENTRY: ANALYSIS SAMPLE, RAW FIXED EFFECTS

Prices (P) Participation (N)

Analysis Sample  Largest Connected Set ~ Analysis Sample  Largest Connected Set

@® @ (6] @
log Standardized Quantity —0.478*** —0.539™** 0.026*** 0.030***
(0.023) (0.017) (0.003) (0.003)
Good covered by Prefs. 0.068*** 0.043 —0.036 —0.074**
(0.021) (0.027) (0.024) (0.034)
Policy Active 0.018 0.002 0.229** 0.262**
(0.025) (0.042) (0.107) (0.122)
Bureaucrat FE 0.945%** 0.979*** 0.727%* 0.830***
(0.025) (0.018) (0.086) (0.079)
Organization FE 0.952%** 0.983*** 0.712%** 0.813***
(0.026) (0.018) (0.082) (0.078)
Good covered by Prefs. * Policy Active —0.115"** —0.134™** —0.117*** —0.168"**
(0.021) (0.033) (0.030) (0.042)
Bureaucrat FE * Good covered by Prefs. 0.036™* 0.005 0.061 —0.006
(0.015) (0.019) (0.038) (0.040)
Bureaucrat FE * Policy Active —0.005 —0.021 0.010 —0.075
(0.011) (0.013) (0.088) (0.091)
Organization FE * Good covered by Prefs. 0.045*** 0.017 0.077** 0.041
(0.016) (0.018) (0.035) (0.042)
Organization FE * Policy Active —0.007 —0.023* 0.032 —0.070
(0.012) (0.013) (0.084) (0.090)
Bureaucrat FE * Good covered by Prefs. * Policy Active —0.154*** —0.116™** —0.277** —0.280"**
(0.020) (0.025) (0.051) (0.058)
Organization FE * Good covered by Prefs. * Policy Active —0.143*** —0.105*** —0.282*** —0.284***
(0.020) (0.023) (0.051) (0.064)
Outcome Mean 5.69 6.26 1.64 1.68
Month, Good FEs Yes Yes Yes Yes
Year x Product x Size x Region FEs Yes Yes Yes Yes
Connected Set FEs Yes Yes Yes Yes
Observations 15,957,594 3,973,832 15,957,594 3,973,832
R? 0.652 0.698 0.377 0.369

g

p<0.01, ** p<0.05, * p<0.1 This table implements a triple-difference approach, interacting the Intent to Treat (ITT) from
equation (21) with the estimated bureaucrat and organization effects from Section 5. Unlike 9, the effects included in these
models are raw, i.e. they are not estimated using the shrinkage method. In columns (1) and (3) the sample used is the combi-
nation of the Analysis Sample summarized in Column (2) of Table 1 and “treated” auctions that the procurers therein carried
out. In columns (2) and (4) the sample used is the combination of the Largest Connected Set summarized in Column (3) of
Table 1 and “treated” auctions that the procurers therein carried out. The first two columns estimate the triple-difference on the
log price paid for each item (P); the second two columns estimate the triple-difference on the number of bidders participating
in the auction (N). An item has Preferenced (Good on list) = 1 if the type of good appears on the list of goods covered by the
preferences policy for that year. Policy Active = 1 during the part of the relevant year that the preferences policy was in effect.
The Outcome Mean is the mean of the dependent variable in the control group, i.e. for goods that were not covered by pref-
erences purchased during the period when the preferences policy was not active. Month and good fixed effects are included
in all columns, as are interactions between 2-digit HS Product categories, years, region, and lot size. (We use “product” to
distinguish the categories used in these interactions from the much more disaggregate goods categories used for the good fixed
effects). Standard errors are clustered on month and good.
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