Online Appendix 1 Confidence Intervals

I draw 200 samples the size of the estimation sample, with replacement. I estimate the model
on each sample, retaining the estimated coefficients. I report the 0.025 and the 0.075 quantiles
of each estimate as the lower and upper bounds of the 95% confidence interval. Although I
would prefer larger bootstrap replication samples, I am limited by computational constraints.
When I compute the confidence intervals in the main specification using 1000 bootstrap reps,
the results are very similar.

In practice, estimates on several of the samples do not converge because one of the quantile
estimation steps that relies on the Stata quantile regression algorithm does not converge, par-
ticularly at the lowest quantiles. I report the number of bootstrap replications that converge
by quantile for the main specifications in the bottom rows of Tables[OA4] and [DA5] I exclude
the estimates from the replication samples that do not converge from the calculation of confi-
dence intervals. Specifically, the first quantile regression step does not converge at the 0.50 or
0.90 quantiles in my application, so I cannot obtain point estimates. However, I can obtain
estimates from the vast majority of bootstrap replication samples, so I report the mean of the
95% confidence intervals obtained from the replication samples as the point estimate. Tables
[OA4] and [OA5| report the point estimates as well as the mean of the confidence intervals and
demonstrate that both are very similar when they are both available. These tables also show
the elasticities that are derived from the point estimates and the mean elasticities derived
from the replication samples, which are also similar.

Table OA1: Nonparametric Bootstrap vs. Weighted Bootstrap

Quantile
2004 Sample 10 20 30 40 50 60 70 80 90
Dependent Variable: Ln(Expenditure)
A1. cQlv Tobit IV
N= 29,161 Elasticity -1.40 -0.76 -1.16 -1.46 -1.49 -1.41 -1.38 -1.41 -1.40 -1.42
lower bound -1.49 -1.49 -1.46 -1.49 -1.50 -1.49 -1.45 -1.46 -1.44 -1.49
upper bound -1.32 -002 -08 -143 -148 -133 -130 -135 -1.35 -1.36
A2. CQlV, weighted bootstrap Tobit
N= 29,161 Elasticity -1.40 -0.73 -1.20 -1.47 -1.49 -1.41 -1.39 -1.41 -1.40 -1.43
lower bound -1.49 -1.49 -1.46 -1.49 -1.50 -1.49 -1.46 -1.45 -1.44 -1.49
upper bound -1.31 0.04 -0.94 -1.45 -1.48 -1.33 -1.31 -1.36 -1.35 -1.37

Chernozhukov et al| (2014) provide a proof of the consistency of a weighted bootstrap
procedure, as opposed to a nonparamteric bootstrap procedure, because “it has practical
advantages over nonparametric bootstrap to deal with discrete regressors with small cell sizes
and the proof of its consistence is no overly complex.” 1T estimate results using a weighted
bootstrap procedure for comparison. In each bootstrap replication sample, I draw a new set
of weights (eq, ...e,) from a standard exponential random variable, and I recompute the CQIV
estimator in the weighted sample. I report the results in Table[OAT]l As shown in specification
A2, results computed using the weighted bootstrap are very similar results computed the
nonparametric bootstrap. The reported point estimates differ because they reflect they reflect
the means of the 95% confidence intervals, as discussed above.



Online Appendix 2 Sample Selection

Although selection into the firm that I study could affect external validity, the firm has
employees in every region of the United States, and it is large enough that idiosyncratic
medical usage should not be a problem. With over 800,000 people covered by the plans
offered by this firm, this firm is large, even among other large firms in the Medstat data.
Furthermore, all of the component Medstat databases are available for this firm for 2003 and
2004, so I can check for internal consistency by comparing results across both cross-sections.
Beginning in the 2003 data, the Medstat data include fields that make the determination of
marginal price and continuous enrollment very accurate.

Within the firm, the main selection criterion that I apply is a continuous enrollment
restriction. In my main results, which use the 2004 and 2003 data as separate cross-sections, I
require that the family is enrolled from January 1 to December 31 of the given year. Selection
due to the continuous enrollment restriction eliminates over 30% of the original sample in
each year. Analysis of other firms in the Medstat data suggests that the rate of turnover at
this firm is comparable to the rate of turnover at other large firms. Since my outcome of
interest is year-end expenditure, and family members play a role in the determination of the
instrument, I only include individuals in my main sample if their entire families, with the
exception of newborns, are enrolled for the entire plan year. I discuss summary statistics on
the sample before and after the continuous enrollment restriction in [Online Appendix 3 and I
report results that relax the continuous enrollment restriction in|Online Appendix 11] I retain
families with newborns on the grounds that child birth is an important medical expense.

Through selection based on the detailed fields in the Medstat data, I can be confident that
my selected sample consists of accurate records. Since families are important to my analysis,
I perform all selection steps at the family level. To avoid measurement error, I eliminate
families that switch plans, families that have changes in observable covariates over the course
of the year, and families that have demographic information that is inconsistent between
enrollment and claims information. I also eliminate families that have unresolved payment
adjustments. Statistics on each step of the sample selection are available in a supplemental
data appendix[] Taken together, these steps eliminate less than seven percent of individuals
from the continuously enrolled sample.

In this clean sample, approximately 25% of employees with other insured family members
are insured in families of four or more. The 2004 main estimation sample includes 29,161
employees insured in families of four or more. Although the stoploss induces some intra-
family interactions in marginal price in families of three, I restrict the estimation sample to
families of four or more so that deductible interactions are also possible.

To better control for unobservables, I limit my estimation sample to the employee in each
family, and I use other family members only in the determination of the instrument. In some
specifications, I test robustness to including other family members in the estimation sample.
Restricting the sample to employees or employees and spouses sacrifices power because it does
not take the price responsiveness of all family members into account, but, arguably, it provides
the best control for unobservables on the grounds that employees at the same firm have some
common characteristics that they do not necessarily share with the spouses and children of
their co-workers. Moreover, restricting the sample to employees eliminates the need to address

Ihttp://www.econ.yale.edu/~ak669/Data_Appendix_07_08_13.pdf
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possible correlations in price responsiveness among family members.

Online Appendix 3 Summary Statistics

In the 2004 sample, mean year-end medical expenditure by the beneficiary and the insurer is
$1,414 in the sample of employees only. As mentioned above, in my full sample, almost 40%
of people consume zero care in the entire year, and people in the top 25% of the expenditure
distribution are responsible for 93% of expenditures.

The first panel of Table summarizes the expenditure distribution across bins that
follow a logarithmic scale. The first column shows summary statistics for the main analysis
sample of employees. As shown, excluding individuals with zero expenditure, the distribu-
tion of positive expenditure among employees is very skewed, with 31.3% of individuals in
the expenditure range between $100 and $1,000, and smaller percentages of individuals in
the bins above and below this range| The next three columns show summary statistics for
spouses, children and other dependents, and the full sample. The statistics show that chil-
dren generally have lower expenditures than employees and their spouses. Columns 8 and
9 show characteristics of the sample before the continuous enrollment restriction. As ex-
pected, year-end expenditures are smaller in this sample because these individuals have less
than the full year to incur expenditures. In columns 10 and 11, I compare my sample to the
nationally-representative 2004/ Medical Expenditure Panel Survey| (MEPS), first to all indi-
viduals without injuries under age 65, then to a MEPS sample intended to be comparable to
my main estimation sample: a single respondent without injuries in each family of four or
more, aged 18-64. Even though my sample is not intended to be nationally representative,
the number of people with zero expenditures in my sample is very similar to the number of
people with zero expenditures in the MEPS. However, average expenditures in the MEPS
are lower, perhaps because the MEPS includes people in much less generous plans than the
employer-sponsored plans that I study, as well as the uninsured.

Panel B in Table depicts the distribution of the endogenous variable, the marginal
price for the next dollar of care at the end of the year. I calculate the marginal price to reflect
the spending of the individual and his family members. If the individual has not consumed
any care and the family deductible has not been met, the marginal price takes on a value of
one because the individual still needs to meet the deductible. In the employee sample, 57.2%
of beneficiaries face a marginal price of one, 39.0% of employees face the coinsurance rate of
0.2, and 3.8% of employees have met the stoploss and face a marginal price of zero. This price
variation should be large enough to be meaningful.

The distribution of the instrument, “family injury,” shows that 10.9% of employees have at
least one family member who is injured in the course of the year. Since injured employees are
excluded from the sample, all of the injuries included in the determination of the instrument
in the employee sample are to spouses and other dependents. In the full sample, injuries to
employees are included in the determination of the instrument, and the same injury can be
reflected as a “family injury” for more than one person. Overall, 10.2% of individuals in the
full sample have an injury in the family. I use the same criteria to determine injuries in the
MEPS samples in columns 10 and 11, and I find a similar family injury rate.

2The first rows of Tables and report the unconditional deciles of expenditure.
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Table OA2: 2004 Summary Statistics

Before Continuous
Enrollment Selection,

Families  Families of Four or
Families of Four or More of Two More MEPS 2004
Employees Spouses Child/Other Everyone Employees Employees Everyone Employees Everyone Ref.
All All All All NO Fam.  Fam. All All All All All
Injury Injury
Variable (1) (2) (3) (4) (5) (6) (7) (8) 9) (10) (11)
A. Year-end Expenditure ($)
0 35.5 31.0 43.8 39.5 36.1 31.2 27.1 47.8 41.0 35.9 38.7
.01 to 100.00 11.0 10.6 13.1 12.2 10.9 115 8.5 111 10.3 14.6 125
100.01 to 1,000 313 31.9 323 32.0 313 317 33.8 27.4 28.6 36.5 34.8
1,000.01 to 10,000 19.1 22.0 10.0 14.4 18.8 21.6 255 12.0 17.3 12.2 13.2
10,000.01 to 100,000 3.0 4.5 0.8 2.0 29 3.9 5.0 1.7 2.8 0.8 0.7
100,000.01 and up 0.0 0.1 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0
Mean 1,414 1,982 610 1,052 1,275 1,689 2,615 893 1,314 631 655
B. Year-end Price
0 3.8 4.7 2.2 3.0 3.4 7.4 5.2 2.6 35
0.2 39.0 45.4 26.8 33.1 38.1 46.4 45.4 27.4 34.1
1 57.2 49.9 71.1 63.9 58.5 46.2 49.4 70.1 62.4
Mean 0.65 0.59 0.76 0.71 0.69 0.57 0.57 0.76 0.69
C. Family Injury
0 (NO Family Injury) 89.1 89.6 90.1 89.8 100.0 0.0 96.0 91.3 91.0 88.7 88.2
1 (Family Injury) 10.9 10.4 9.9 10.2 0.0 100.0 4.0 8.7 9.0 11.3 11.8
D. Family Size
2 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 22.0 0.0
3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 19.3 0.0
4 66.9 64.9 56.0 60.1 67.8 59.0 0.0 57.7 64.7 24.2 58.2
5 24.4 25.7 29.3 275 24.0 28.3 0.0 28.0 25.2 138 27.6
6 6.5 7.1 10.3 8.8 6.2 9.0 0.0 9.7 7.3 5.4 9.3
7 1.6 1.7 3.2 25 15 2.9 0.0 3.1 2.0 2.0 2.9
8to 11 0.5 0.6 1.3 1.0 0.5 0.7 0.0 1.5 0.8 1.7 2.1
E. Relation to Employee
Employee 100.0 0.0 0.0 22.7 100.0 100.0 100.0 225 100.0 39.6 100.0
Spouse 0.0 100.0 0.0 18.9 0.0 0.0 0.0 18.2 0.0 18.9 0.0
Child/Other 0.0 0.0 100.0 58.4 0.0 0.0 0.0 59.3 0.0 41.5 0.0
F. Male
0 (Female) 42.6 61.0 49.2 50.0 42.7 42.4 61.5 49.9 44.9 50.3 51.0
1 (Male) 57.4 39.0 50.8 50.0 57.3 57.6 38.5 50.1 55.1 49.7 49.0
G. Year of Birth
1934 to 1943 0.1 0.3 0.0 0.1 0.1 0.2 7.6 0.1 0.2 4.0 1.2
1944 to 1953 3.9 45 0.0 1.8 4.0 33 33.2 2.0 4.6 13.6 10.6
1954 to 1963 30.9 30.7 0.0 12.8 30.8 31.7 28.7 131 32.1 17.3 36.3
1964 to 1973 51.8 47.3 0.0 20.7 51.7 53.2 17.4 18.9 48.6 15.7 35.9
1974 to 1983 13.2 17.1 13 7.0 134 11.7 129 8.0 145 155 158
1984 to 1993 0.0 0.1 47.8 27.9 0.0 0.0 0.2 29.4 0.0 16.8 0.2
1994 to 1998 0.0 0.0 275 16.0 0.0 0.0 0.0 15.2 0.0 8.0 0.0
1999 to 2004 0.0 0.0 23.5 13.7 0.0 0.0 0.0 13.2 0.0 9.3 0.0
H. Employee Class
Salary Non-union 29.8 33.1 29.3 30.2 29.7 30.7 10.3 25.4 25.2
Hourly Non-union 70.2 66.9 70.7 69.8 70.3 69.3 89.7 74.6 74.8
1. US Census Region
New Englan.d 14 15 1.4 1.4 15 1.2 1.6 15 15 18.48 189
Middle Atlantic 16 17 15 16 16 16 1.7 18 18
East North Central 15.7 15.9 15.6 15.7 15.6 16.6 14.2 15.3 15.3 2219 232
West North Central 11.8 12.1 12.0 12.0 11.9 11.5 10.7 115 11.4 ) :
South Atlantic 19.0 18.3 19.0 18.9 19.2 17.1 237 20.1 20.2
East South Central 11.6 11.9 11.2 11.4 115 12.1 13.7 11.3 11.4 35.99 34.0
West South Central 28.3 28.4 28.3 28.3 28.3 27.9 25.0 26.8 26.7
Mountain 7.5 7.2 7.8 7.6 7.4 8.2 6.4 8.4 8.2
Pacific 3.2 3.0 3.2 3.2 3.1 3.8 2.9 3.4 3.4 2333 239
J. Plan by Individual Deductible
350 60.0 59.2 60.3 60.0 59.4 64.5 66.2 58.9 58.8
500 17.0 17.7 16.6 16.9 17.0 16.9 15.0 16.4 16.6
750 6.3 6.3 6.2 6.2 6.5 5.1 5.4 6.4 6.4
1000 16.7 16.8 16.9 16.9 171 134 134 18.3 18.2
K. Outpatient Visits
0 35.5 31.0 43.9 39.6 36.0 311 27.0 47.8 40.9 30.2 32.7
1 16.5 15.2 18.1 17.2 16.6 16.1 125 16.0 15.8 17.8 16.5
2 10.8 10.5 11.3 11.0 10.6 11.9 9.5 9.7 9.9 121 11.4
3t04 135 14.0 12.2 12.8 13.4 13.8 14.2 10.8 121 14.2 13.8
5to 10 15.7 17.9 10.6 13.2 15.5 16.7 215 10.7 14.1 15.0 15.7
11+ 8.0 11.2 3.8 6.2 7.8 10.4 15.3 5.0 7.2 10.7 10.1
L. Inpatient Visits
0 95.1 91.7 96.9 95.5 95.1 94.5 95.0 96.2 95.3 94.6 92.7
1 4.5 7.3 2.8 4.1 45 5.1 4.3 34 4.3 4.5 6.4
2+ 0.4 0.9 0.3 0.4 0.4 0.5 0.7 0.4 0.4 0.9 0.9
Sample Size 29,161 24,261 74,868 128,290 25,994 3,167 54,889 209,555 47,179 29,972 3,258

Cells report column % by variable unless otherwise noted.
All statistics from 2004 MEPS are weighted, and the "employee" refers to the reference person.

In 2004 MEPS, Everyone includes the total population below age 65, and Ref. includes the reference person aged 18-64 from families of 4+.

In 2004 MEPS, Year-end Expenditure is calculated as the sum of total expenditure on inpatient care, outpatient hospital care, and office based visits.
In 2004 MEPS, Outpatient Visits is calculated as the sum of hospital outpatient visits and office based outpatient visits.



People with the injuries included in my instrument are excluded from all estimation sam-
ples, but I report statistics on injured people in Table This table includes all categories

Table OA3: Individuals with Injuries

Family

Injury Total Mean Mean

Instru- Count of Year-End Expend. Coeff- Lower Upper
ICD-9 ment? Injured Expend. onlInjury icient bound bound

2004 Injured Individuals 1) (2 (3 4 (5) (6) () (8)
Fractures 800-829 1 2,601 $5,173  $1,914 28 -85 141
Dislocation 830-839 0 663 $6,890  $1,293 387 -17 790
Sprains and Strains of Joints and Adjacent Muscles 840-849 0 4,347  $3,546 $520 242 -10 493
Intracranial Injuries, Excluding Skull Fractures 850-859 0 331 $9,873  $1,934 1108 -1019 3235
Internal Injury of Thorax, Abdomen, and Pelvis 860-869 1 80 $31,353  $7,080 -383 -586 -180
Open Wounds 870-899 0 3,274  $2,696 $603 123 5 240
Injury to Blood Vessels 900-904 1 20 $5,197 $794 -41  -933 851
Late Effects of Injuries, Poisonings, Toxic Effects, and Other External 905-909 1 27 $30,403 $205 93 -999 1186
Superficial Injuries 910-919 0 1,276  $2,448 $200 225 14 436
Contusion with Intact Skin Surface 920-924 0 2,626  $3,553 $304 236 82 391
Crushing Injuries 925-929 0 59  $2,296 $555 1558 53 3063
Foreign Body Injuries 930-939 1 536 $2,591 $400 83 -106 272
Burns 940-949 1 238  $3,146 $977 -86  -366 194
Injuries to Nerves and Spinal Cord 950-957 1 65 $14,322 $601 -227  -581 128
Complications of Trauma 958-959 0 3,194 $4,526 $251 244 101 387
Poisoning by Drugs, Medicinal and Biological Substances 960-979 1 172 $8,540 $1,759 -384 580 -189
Toxic Effects of Substances Chiefly Nonmedicinal and Other External 980-995 0 1,013  $4,466 $401 267 41 493
Complications of Surgical and Medical Care, Not Elsewhere Classified 996-999 1 531 $27,675  $3,594 94  -160 348
All Injuries 15,548 $3,759  $1,317

No Injury 116,820 $909 $0

Everyone 132,368  $1,243 $155

Individiuals with injuries included in the "family injury instrument" excluded from estimation samples.
Categories of injuries shown need not be mutually exclusive.

of injuries with corresponding ICD-9 codes in the first column. The second column identifies
the injuries included in the instrument through the selection process discussed in Section
[line Appendix 15| If a person has any claim for an injury with an ICD-9 code in one of the
listed categories, he is included in the count in the third column. Sprains and strains of joints
and adjacent muscles are the most prominent. In column 4, I report the mean year-end total
expenditures for the injured people to demonstrate that their spending should be large enough
to have a meaningful effect on the price that their family members face. Total expenditures
could capture injury-related spending that is induced by the injury but is categorized under
different diagnosis codes. In column 5 I only report spending for which the primary diagnosis
code is in a given injury category. Internal injuries of thorax, abdomen, and pelvis appear to
be the most expensive. I exploit variation in spending across injuries in [Online Appendix 12

Panels D through J of Table summarize the distribution of covariates. Family size
varies from four to eleven, with 66.9% of employees in families of four. The full sample is
gender balanced, but 57.4% of employees are male. All employees are between the ages of 20
and 65 in 2004. The distribution of “year of birth” is bimodal because the sample includes
parents and their children. Panel H shows that 29.8% of the employees are salaried, and
the remaining employees are hourly. One of the limitations of the Medstat data is that it
does not include any income measures, but the salaried versus hourly classification serves as
a crude proxy. I also investigate potential income effects in other ways, discussed below. The
distribution of the sample by Census region demonstrates that the firm has a very national
reach. The largest concentration of employees is in the West South Central Census region,
where 28.3% of the sample resides.




Panel J depicts the distribution of employees and families across the four plans. Each plan
has a unique individual deductible, which I use as the plan identifier. The average deductible is
$510, which very close to the average deductible of $473 among employer-sponsored PPO plans
reported in the 2006 Kaiser Annual Survey of Employer Health Benefits. The most generous
plan, which has a $350 deductible, is the most popular, enrolling 60% of the employee sample.
Since this plan is the most popular, and since the low deductible makes the people in this
plan the most likely to experience a price change for a fixed amount of spending, it is likely
that the behavior of the people in this plan has a substantial influence on my results.

Panels K and L give the distribution of outpatient and inpatient VisitsE] In the employee
estimation sample, the average number of outpatient visits is 3.4, but 35.5% of the sample has
zero visits, and 8.0% of the sample has eleven or more visits. Inpatient visits are more rare -
the average number of inpatient visits is 0.05, 4.5% of the sample has a single visit, and only
0.4% of the sample has two or more visits. Across all visits in the data, the average outpatient
visit costs $244, and the average inpatient visit costs $6,704. Patients with no inpatient visits
spend $603 on average, and patients with inpatient visits spend $10,641 on average. Given the
small number of inpatient visits, we expect that patients have more discretion over outpatient
visits, but given the high amount of inpatient spending, we expect that changes in inpatient
visits have a large effect on expenditure. I examine results with visits as the dependent variable
in [Online Appendix 16|

Online Appendix 4 Budget Sets Under Insurance

For an individual that is not insured as a member of a family, the top subfigure of Figure
depicts how the deductible, coinsurance rate, and stoploss induces a nonlinear budget
set for the individual, who faces a tradeoff between total beneficiary plus insurer spending
on medical care, Y, and spending on all other goods, A. The individual faces three distinct
marginal prices, the slopes of each segment.

If a consumer is insured as a member of a family, the general cost sharing structure is
the same, but an additional family-level deductible and stoploss enable one family member’s
spending to affect another family member’s marginal price. For example, in my empirical
application, one plan has an individual deductible of $500, and it also has a family deductible
that is $1,500, three times the individual deductible. Each family member must meet the
individual deductible unless total family spending toward individual deductibles exceeds the
family deductible. Since the family deductible is three times the individual deductible, if a
family has fewer than four members, all family members must meet the individual deductible.
In that case, only subfigure I of Figure applies, and it applies separately for each family
member. In a family with exactly four members, when the first, second, and third family
members go to the doctor, they each face the individual deductible of $500, as if they were
insured as individuals. However, when the fourth family member goes to the doctor, if the
family deductible of $1,500 has been met through the fulfillment of three individual $500
deductibles, he makes his first payment at the coinsurance rate, as shown in subfigure /7 of
Figure[OA1] In families with more than four members, the family deductible is fixed at $1,500,

3In the Medstat data, inpatient claims are organized into visits, but outpatient claims are not. To calculate
outpatient visits, I calculate the number of unique days for which a patient has outpatient claims.



Figure OA1: Potential Budget Sets for Individuals
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and it can be met by any combination of payments toward individual $500 deductiblesﬁ A
similar interaction occurs at the level of the stoploss such that an individual whose family has
met the family stoploss faces the budget set shown by subfigure /11 of Figure [OAll Given

4In the case of more than four family members, intermediate cases between subfigures I and II are possible,
in which the budget sets are shifted to the left because the individual has some spending at the given rate
before the family deductible or stoploss is met. For simplicity of exposition, I do not show all of those cases
here. However, the empirical implementation is completely general.



the family-level cost sharing parameters, some individuals will face lower marginal prices than
their own medical spending would dictate[]

Online Appendix 5 Simple Model

In a given year, an individual in a family solves the following problem:

max ; U (Y, Ap|W)
st.pY < K, Vb

In this simple model, agents derive utility from total agent plus insurer spending on medical
care, which is given by Y (reflecting an underlying demand for health), and total spending
on all other goods, A,. W denotes a vector of individual characteristics. The individual
faces three potential budget constraints, indexed by b, which include budget constraints I,
11, and III from Figure The probability that the individual places on facing each
budget constraint is given by m,. Following the nonlinear budget set methodology reviewed in
Hausman (1985)), p, is the price on the linear segment of budget set b that is relevant for a given
Y, and K, is the relevant “virtual income” (the y-intercept when each segment is extended
to the vertical axis, representing the marginal income that the individual trades off against
medical care on that segment). In this model, individuals are forward-looking maximizers of
expected utility. At the start of the year, each individual forms an expectation over what his
and his family members’ year-end expenditures will be based on expenditures in the previous
year and expected behavior and medical utilization in the coming year.
We can represent the solution to the individual’s problem as a demand curve:

Y = gb(phpllapllh K, K, K, mp, e, mon, W)

As shown, the demand curve will be a function, ¢, of the marginal price and virtual income
associated with the utility maximizing segment on each potential budget set, as well as the
probability of each potential budget set and covariates. To make the problem more tractable,
I approximate the individual’s demand curve with the following demand curve:

Y = ¢(PK, W),

which is a general function 1 of P, the realized year-end price, income, K, and covariates.
This is the demand curve that forms the basis for estimation in Section R.Il It assumes
forward-looking behavior such that the realized year-end price is the utility-maximizing price.
Models of forward-looking behavior have a long tradition in the literature on the demand for
health care under insurance, including an influential paper by |Ellis| (1986), which develops a
dynamic model in which agents respond to expected year-end price. Here, I am assuming that
the expected year-end-price is the realized year-end price.ﬁ

SEichner| (1997, 1998) models a simpler family deductible structure in which people in family plans simply
have a single family deductible, but that structure is not appropriate in the plans that I study.
6This assumption is true at the end of the year, after all uncertainty is resolved.



We can use the model to understand the impact of a family injury on demand, the impact of
the within-year timing of the injury on demand, and the impact of a transitory vs. permanent
family injury on demand. We begin with a simple example, in which there are no unexpected
family injuries and the individual forms an accurate prediction of each m,. Suppose that the
individual expects to spend a small amount, given by Y1 in Figure Depending on
whether his family members meet the family deductible or stoploss before he begins spending,
he could face budget set I, I1, or II, as depicted. Based on his predictions of his family
members’ spending, he assigns a probability to each of the three subfigures at the start of the
year, and he maximizes his expected utility over all three budget sets.ﬂ

Consider the impact of an unexpected injury on demand. Suppose that the agent would
have expected only two of his family members to meet their individual deductibles, but then,
on January 1, a third family member has an injury that is large enough that it will push him
over the individual deductible, thus pushing the family over the family deductible. Now, the
agent adjusts his medical consumption relative to the case in which his family member was
not injured such that he places a higher probability on budget sets 1 and 11 relative to I.
He adjusts the number of visits that he makes to the doctor or his spending per scheduled
visit accordingly (both have the same impact in terms of the model, but we test how much
response comes through the visit margin in [Online Appendix 16)), taking into the account the
expected price of the visit and the likely effect that the visit itself will have on his year-end
marginal price.

The model that we have discussed so far, and the one that informs the main specifications,
is a static model, but we can extend it to understand the effect of a family injury that
happens in January relative to a family injury that happens in December on the agent’s
demand. Suppose that there are multiple periods indexed by ¢ (days or months) within the
year. As time progresses, uncertainty is resolved, and the agent changes the probabilities my
that he assigns to the budget sets in each subfigure. The model does not place any restrictions
on the timing of spending - it need only occur before the plan year resets on December 31.
However, we assume that all spending cannot occur exactly on December 31, for example,
because appointments might not be available, because some types of spending require several
appointments, or because some types of spending are incurred after a specific acute event in
the middle of the year. If the injury happens on January 1, the agent, his injured family
member, and his other family members have the entire year to respond to the injury. Thus,
the agent’s expected year-end price will be lower and his expected year-end spending will be
higher if the injury occurs toward the beginning of the year. Suppose instead that the injury
occurs on December 1. If the injury itself requires several follow-up visits, and it takes time
for the agent’s family members to schedule appointments to react to the injury, it could be
that even though the injury would have been large enough to change the individual’s year-end
price if it had occurred on January 1, it will not be large enough to change the year-end price
given its occurrence late in the year. Thus, the first stage effect of the injury on the marginal
price will be smaller, and the reduced form effect of the injury on the agent’s expenditure

“If a single agent maximizes utility for the entire family, the optimization process will be similar to the
process for each separate individual, because there is an incentive to spread spending across several family
members so that the likelihood that that family deductible is met increases. (If only one family member
responds, even if he responds a great deal, the family deductible might not be met because the cost sharing
rules require spending toward at least three individual deductibles before the family deductible can be met.)



will be smaller than they would have been if the injury occurred sooner. If the attenuation
of the first stage effect is the same as the attenuation of the reduced form effect, then the
instrumental variable estimate - the ratio of the reduced form effect to the first stage effect -
will be unchanged. I present evidence consistent with the model that exploits the within-year
timing of injuries in [Online Appendix 15|

We can also extend the model to incorporate behavior over multiple years to understand
the effect of transitory vs. permanent shocks to family members. Suppose that the arrival rate
of some health events is uniform across years, but treatment can be delayed until subsequent
years with minimal health cost. If an agent expects that his family members might have
higher spending in the subsequent year, resulting in a lower price for his own care, he has an
incentive to delay treatment ff| Suppose a member of the agent’s family has a transitory shock
- he suffers a burn, but the issues related to the burn will be resolved within the calendar year,
so his expected spending next year is the same as it was this year. Such a transitory shock
might encourage family members to shift delayed expenditures from the previous calendar year
into the current calendar year because they expect their marginal prices to be higher next
year. If that is the case, my estimate of how expenditure responds to changes in year-end
marginal price will be biased away from zero, relative to what the true response would be to
a permanent decrease in year-end price. In contrast, suppose a member of the agent’s family
has a permanent shock - he develops a new condition this year that is likely to result in higher
medical expenditures over the long term. The agent could also shift planned expenditures
forward from the subsequent year, but he has less incentive to do so than he does if the shock
is transitory because next year’s budget set will likely be very similar to this year’s.

Online Appendix 6 Empirical Cost Sharing

Figure shows the empirical cost sharing schedule. The sample in this figure only includes
2004 employees in families of two in the $500 deductible plan so that we can focus on variation
around a simple cost sharing relationship. The empirical cost sharing relationship would be
more complicated if we included families or people in multiple plans on the same graph. Figure
shows that beneficiary expenses follow the in-network schedule with a high degree of
accuracy, indicating that out-of-network expenses are very rare.

Online Appendix 7 Transforming Coefficients into Arc
Elasticities

The CQIV coefficients are not elasticities because year-end price is specified in levels - price
cannot be specified in logarithmic form because it can take on a value of zero. Tables [OA4]
and report the CQIV coefficients at the conditional deciles for the logarithmic and levels
specifications of expenditure, respectively.

To interpret the coefficients, suppose that we have one group of people with a price of 1
(full insurance) and another group with a price of 0 (no insurance), holding the characteristics

8Cabral| (2011)) shows evidence of such delaying of dental care treatment. Although dental care is not
included in the major medical expenditure that I study, treatment delay could be possible.
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Figure OA2: Empirical Cost Sharing for Individuals

Empirical Cost Sharing for Individuals
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Sample includes 2004 employees in families of two in $500 deductible plan.

Graph depicts 97.5% of observations.

Observations with total beneficiary payments greater than $3,100 omitted.
Observations with total beneficiary and insurer payments greater than $21,000 omitted.

controlled for by the regressors fixed. The CQIV coefficient at the median in Table [OA4]
implies that median expenditure will be 522% higher for the group that faces a price of 0
than it is for the group that faces a price of 1. The coefficient at the 0.90 quantile implies
that the 0.90 conditional quantile of expenditure will be 431% higher. The second set of
coefficients in the table is calculated without the corner calculation. As expected, the lowest
conditional quantiles of expenditure are more likely to be below zero, so the corner calculation
attenuates the coefficients at the lowest conditional quantiles the most and has almost no
impact on the highest conditional quantiles. If we were to rely on the coefficients without the
corner calculation, we would estimate larger price responsiveness at all quantiles, but such
responsiveness would not be feasible because negative expenditure is not possible.

The above claims about behavior in response to a 100 percentage point change in marginal
price are misleading because such a change is not well defined at marginal prices other than
0 and 1, and this measure is not unit free. To convert this coefficient into an elasticity, I
use two arc elasticity formulas. Arc elasticities are generally preferred to point elasticities for
large changes. My preferred arc elasticity formula is the following midpoint formula at each
conditional quantile:

(Ya - 3/1))/|Y;1 + )/b|
(a—=b)/(a+b) °

where Y, is the conditional quantile of expenditure at price x. |Allen and Lerner| (1934)
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Table OA4: Coefficients and Elasticities

Dependent variable: Ln(Expenditure). Price specified as a single variable.

Censored Quantile IV
2004 Sample 10 20 30 40 50 60 70 80 90 Tobit IV

Coefficients

Year-end Price  -4.54 -3.86 -3.05 -4.17 -522 -547 -425 -459 -431 -525
point estimate  -2.81 -0.78 -3.55 -4.25. -5.39 -428 -461. -5.50
lower bound -6.50 -7.69 -4.60 -477 -7.11 -7.39 -522 -548 -494 -6.74
upper bound -257 -0.03 -149 -356 -3.33 -355 -3.28 -3.70 -3.68 -3.76

Year-end Price (without corner) -5.17 -3.94 -6.99 -9.72 -842 -547 -425 -459 -431 -5.26
point estimate  -6.52 -1.62 -8.30 -9.92. -5.39 -428 -461. -5.51

lower bound -6.76 -7.82 -10.51 -11.13 -10.18 -7.39 -522 -548 -494 -6.76

upper bound -3.58 -0.07 -348 -832 -6.66 -355 -3.28 -3.70 -3.68 -3.76

Elasticities (Midpoint)

Elasticity -1.40 -0.76 -1.16 -146 -1.49 -141 -1.38 -141 -140 -1.42
point estimate  -1.48 -0.81 -1.29 -1.48. -146  -1.41 -143. -1.46
lower bound -1.49 -1.49 -1.46 -149 -150 -149 -145 -1.46 -144 -1.49
upperbound -1.32 -0.02 -0.86 -1.43 -148 -133 -1.30 -135 -135 -1.36

Elasticity (without corner) -1.41 -0.77 -1.41 -150 -1.49 -141 -1.38 -141 -140 -1.42
point estimate  -1.48 -0.86 -1.50 -1.50. -146  -1.41 -143. -1.46

lower bound -1.49 -149 -150 -150 -1.50 -1.49 -145 -1.46 -144 -1.49

upper bound -1.34 -0.04 -133 -150 -149 -133 -130 -135 -135 -1.36

Stoploss Elasticity -0.47 -0.33 -0.56 -0.74 -0.68 -048 -0.40 -043 -041 -0.47
point estimate  -0.57 -0.16 -0.68 -0.76 . -0.49 -0.40 -0.43. -0.50
lower bound -0.59 -0.65 -0.78 -0.80 -0.77 -0.63 -0.48 -0.50 -0.46 -0.59
upperbound -0.34 0.00 -0.33 -0.68 -058 -0.34 -032 -035 -0.35 -0.36

Stoploss Elast. (without corner) 0.70 050 084 111 101 073 060 064 061 0.71
point estimate  -0.57 -0.16 -0.68 -0.76 . -0.49 -0.40 -0.43. -0.50

lowerbound 052 001 050 102 087 051 048 053 053 054

upper bound 0.88 0.98 1.17 1.21 1.15 0.94 0.72 0.75 0.69 0.88

Rand Range Elasticity -1.57 -0.87 -158 -1.71 -1.70 -157 -151 -156 -1.54 -1.58
point estimate  -1.68 -0.88 -1.70 -1.71. -1.64 -155 -158. -1.64

lower bound -1.68 -1.70 -1.71 -1.71 -1.71 -169 -1.63 -1.64 -161 -1.68
upperbound -1.46 -0.04 -144 -1.70 -168 -145 -1.40 -147 -147 -1.48

Rand range Elasticity (without corner) -1.56 -0.86 -1.25 -1.65 -1.70 -1.57 -151 -156 -154 -1.58
point estimate  -1.68 -0.84 -1.37 -1.67. -1.64 -155 -1.58. -1.64
lower bound -1.68 -1.70 -165 -1.69 -1.71 -1.69 -1.63 -164 -1.61 -1.68
upper bound -1.44 -0.02 -0.85 -1.60 -1.68 -1.45 -140 -1.47 -1.47 -1.48
Logarithmic Elasticities

Elasticity -253 -1.95 -225 -335 -396 -272 -211 -228 -214 -2.62
point estimate  -3.22 -0.76 -2.45 -3.46. -2.68 -2.13 -2.29. -2.74
lower bound -3.31 -3.88 -3.23 -381 -470 -3.67 -260 -2.72 -246 -3.36
upperbound -1.76 -0.02 -1.26 -2.89 -322 -1.77 -1.63 -1.84 -1.83 -1.87

Elasticity (without corner) -2.57 -1.96 -3.48 -4.83 -418 -272 -211 -228 -2.14 -2.62
point estimate  -3.24 -0.81 -4.12 -493. -2.68 -2.13 -2.29. -2.74

lower bound -3.36 -3.89 -522 -553 -5.06 -3.67 -260 -272 -246 -3.36

upper bound -1.78 -0.03 -1.73 -414 -331 -1.77 -1.63 -1.84 -183 -1.87

Rand Range Elasticity -2.69 -2.05 -241 -3.61 -422 -287 -223 -240 -226 -2.76
point estimate  -3.41 -0.81 -2.54 -3.78. -2.83 -225 -242. -2.89

lower bound -351 -4.09 -3.49 -418 -496 -3.87 -2.74 -287 -259 -355
upperbound -1.86 -0.02 -1.34 -3.04 -347 -186 -1.72 -194 -193 -1.97

Rand range Elasticity (without corner) -2.71 -2.07 -3.67 -510 -441 -287 -223 -240 -226 -2.76
point estimate -3.42 -0.85 -435 -520. -2.83 -225 -242. -2.89

lower bound -3.55 -4.10 -551 -583 -5.34 -3.87 -2.74 -2.87 -259 -3.55

upper bound -1.88 -0.04 -183 -436 -349 -186 -1.72 -194 -193 -1.97

Boostrap reps converged 94 153 154 142 156 157 145 143 163 200

discussed a version of this formula. I have extended it to include the absolute value so
that it will not yield wrong-signed elasticities for negative estimate conditional quantiles of
expenditure (prices are always positive in my application). The midpoint formula is a means
of calculating a percentage change that depends on both the starting and ending values instead
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Table OAb5: Coefficients and Elasticities

Dependent variable: Expenditure. Price specified as a single variable.

Censored Quantile IV
2004 Sample 10 20 30 40 50 60 70 80 90 Tobit IV
Coefficients

Year-end Price 163 -2254 -13856 -18299 -10151 -1373 -3210 -5501 -9607 -3372
point estimate 206 -2471 -15593 -18815 -176 -1427 -3248 . . -3369
lower bound  -143 -5338 -17222 -19396 -21373 -2127 -3790 -6474 -10266 -4612
upper bound 468 829 -10489 -17202 1071 -619 -2630 -4527 -8948 -2133

Year-end Price (without corner) 187 -5829 -32647 -43278 -24144 -1664 -3409 -5848 -9715 -7873
point estimate 348 -5902 -36821 -44015 -390 -1621 -3383. . -7869

lower bound ~ -288 -12785 -40779 -45578 -50056 -2441 -3996 -6693 -10290 -10771

upper bound 662 1127 -24516 -40978 1769 -886 -2822 -5003 -9139 -4975

Elasticities (Midpoint)

Elasticity -0.26 0.14 -0.64 -067 -050 -1.21 -135 -1.33 -1.39 -150
point estimate  0.57 -0.63 -0.64 -0.64 -0.21 -1.20 -1.38. . -1.50
lower bound -1.50 -0.66 -0.68 -0.73 -1.47 -146 -144 -142 -144 -150
upper bound 098 094 -060 -062 047 -097 -1.27 -125 -1.34 -1.49

Elasticity (without corner) -2.89  0.01 -1.46 -1.47 -13.71 -260 -3.20 -3.90 -1.87 -226.33
point estimate  1.42 -1.34 -145 -147 -1.02 -1.42 -154. . -59.03

lower bound -7.38 -1.46 -150 -1.51 -28.97 -3.94 -510 -6.49 -2.39 -418.32

upper bound 159 149 -1.41 -143 156 -1.26 -1.30 -1.31 -1.35 -34.35

Stoploss Elasticity  0.17 0.03 -0.35 -0.38 -0.13 -0.10 -0.11 -0.11 -0.11 -0.23
point estimate  0.17 -0.80 -0.95 -0.94 -0.05 -0.10 -0.11. . -0.22
lower bound -0.12 -0.35 -0.38 -041 -040 -0.12 -0.12 -012 -0.11 -0.26
upper bound 047 041 -032 -035 014 -0.09 -0.10 -0.10 -0.11 -0.21

Stoploss Elast. (without corner) -2.89 55.15 267 203 374 015 0.17 0.17 0.16 0.37
point estimate  0.40 -1.12 -1.29 -1.15 -0.16 -0.10 -0.11. . -0.22

lower bound -6.31 -1.80 159 150 -034 013 015 015 0.16 0.31

upper bound 053 112.09 375 257 7.82 0.17 0.18 0.19 0.17 0.44

Rand Range Elasticity -2.89 0.01 -1.46 -1.47 -13.71 -2.60 -3.20 -3.90 -1.87 -226.33
point estimate  1.42 -1.34 -145 -147 -1.02 -1.42 -154. . -59.03

lower bound -7.38 -1.46 -1.50 -1.51 -28.97 -394 -510 -6.49 -2.39 -418.32

upper bound 159 149 -1.41 -143 156 -1.26 -1.30 -1.31 -1.35 -34.35

Rand range Elasticity (without corner) -0.33 0.12 -0.06 0.00 -056 -128 -139 -1.37 -140 -1.70
point estimate  0.51 -0.36 0.00 000 -0.21 -1.21 -1.38. . -1.71
lower bound -1.52 -0.61 -0.12 0.00 -159 -154 -150 -148 -1.46 -1.71
upperbound 0.86 0.85 000 000 046 -1.02 -1.27 -1.25 -1.34 -1.69
Logarithmic Elasticities

Elasticity -9.26 0.19 000 000 -0.20 -274 -154 -142 -1.80 0.00
point estimate  0.30 0.00 0.00 0.00 -0.12 -1.40 -2.06. . 0.00
lower bound -1895 0.00 0.00 0.00 -0.65 -486 -211 -216 -223 -0.01
upper bound 044 038 000 000 025 -061 -0.97 -0.68 -1.37 0.00

Elasticity (without corner) -9.56 0.76 2.01 233 044 -3.01 -2.04 -188 -2.14 0.75
point estimate -0.28 110 196 215 0.04 -1.60 -2.27. . 1.43

lower bound -20.91 -0.16 1.68 1.78 -1.80 -5.16 -241 -236 -240 -1.04

upper bound 179 168 234 287 269 -0.87 -1.68 -141 -1.89 2.54

Rand Range Elasticity -2.81 -3.30 -3.59 -292 -393 -517 -580 -6.20 -6.61 -5.72
point estimate . -3.26 . . -413 -526 -5.81. . -5.85

lower bound -3.46 -3.76 -589 -479 -517 -555 -592 -6.30 -6.65 -6.12

upper bound -2.16 -2.85 -1.30 -1.06 -2.70 -479 -5.68 -6.11 -6.56 -5.32

Rand range Elasticity (without corner) -3.26 -6.33 -7.50 -7.73 -529 -520 -581 -6.22 -6.61 -6.40
point estimate . -6.24 -761 -7.74 -420 -527 -582. . -6.45

lower bound -4.34 -698 -768 -7.77 -7.84 -558 -594 -633 -6.65 -6.69

upper bound -2.18 -5.68 -7.31 -7.69 -2.73 -482 -568 -6.11 -656 -6.11

Boostrap reps converged 132 172 180 174 128 54 89 88 95 200

of just one or the other. For example, in my application, the main price change is from before
to after the deductible: 1 to 0.2. From 1 to 0.2 is an 80% change, but from 0.2 to 1 is a 400%
change. The midpoint arc elasticity formula computes the change relative to the middle of
the price range (0.6) and arrives at a 133% change in price. (There is a 66% change in price
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from 0.2 to 0.6 and another 66% change in price from 0.6 to 1, resulting in a 133% change in
price over the entire range.)
I also examine arc elasticities following the alternative logarithmic elasticity formula in-
troduced by |Gallego-Diaz (1944)):
B ln(%)
MNogarithmic In ( %)
Both arc elasticity formulas are unit free, and symmetrical with respect to prices a and b,
so that a price increase and a symmetric price decrease generate the same elasticity. It
can be shown that logarithmic arc elasticity gives the elasticity of the isoelastic curve, InY =
Mogarithmic 1N P, that connects points (a,Y,) and (b,Y;). By an appeal to the mean value theorem,
it can be shown that there is at least one point on the curve between these two points at which
the point elasticity is exactly the log arc elasticity. See|Gallego-Diaz (1944). Both arc elasticity
formulas yield a value of 0 when expenditure does not change regardless of the price, and both
arc elasticity formulas yield a value of 1 when outlays are equal: aY, = bY,.

Table OA6: Coefficients and Elasticities

Elasticity - Before to After Deductible

Expenditure | P=1 1 1 1 1 1 1 1 1 1 1 1 1 0
Expenditure | P=.2 0.2 1 129 135 3.05 5 10 30 199 1000 10000 125 1
Midpoint ~ 1.00 0.00 -019 -022 -0.76 -100 -1.23 -140 -149 -150 -1.50 -1.48 -1.50
Logarithmic ~ 1.00 0.00 -0.16 -0.19 -069 -1.00 -1.43 -211 -329 -429 -572 -3.00
Stoploss Elasticity - Before to After Stoploss
Expenditure | P=.2 1 1 1 1 1 1 1 1 1 1 1 . 0
Expenditure | P=0 0 1 129 135 3.05 5 10 30 199 1000 10000 . 1
Midpoint ~ 1.00 0.00 -0.13 -0.15 -051 -0.67 -0.82 -0.94 -0.99 -1.00 -1.00 . -1.00
Logarithmic . .
Rand Range Elasticity - From .25 to .95
Expenditure | P=.95 1 1 1 1 1 1 1 1 1 1 1 1.1664 0
Expenditure | P=.25 25/95 1 129 135 3.05 5 10 30 199 1000 10000 64 1
Midpoint ~ 1.00 0.00 -0.22 -0.26 -0.87 -1.14 -140 -160 -170 -1.71 -1.71 -1.65 -1.71
Logarithmic__ 1.00 0.00 -019 -022 -0.84 -121 -172 -255 -3.97 -517 -6.90 -3.00 .

However, when outlays are not equal, particularly when the elasticity is greater than one,
both formulas yield very different values. Table [DAG] shows how the arc elasticities vary with
expenditures over three different price changes: the change from before to after the deductible
in my application, the change from before to after the stoploss in my application, and the
“Rand range” from 0.25 to 0.95 (the range used for the calculation of an elasticity from the
Rand Health Insurance Experiment). The table shows that as the difference in expenditure
at each price grows large, the midpoint arc elasticity approaches a limiting value, but the
logarithmic arc elasticity continues to growﬂ Given this property, the logarithmic elasticity
is probably more informative in my application because the elasticities that I find are almost
always greater than one. However, to the extent that readers would like to compare my results
to the elasticity derived from the Rand Health Insurance Experiment, the midpoint elasticity
formula is more appropriate.

9In the price range that I study from 1 to 0.2, the midpoint arc elasticity approaches -1.5. Over the Rand
range, the midpoint arc elasticity approaches approximately -1.71. Given this property, the upper bound of
the confidence interval is not informative if its value is -1.5.
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Elasticities are a unit free measure, but if the underlying relationship is not isoelastic, the
range over which they are taken matters. If the underlying relationship is isoelastic (it has
the form InY = Mogarithmic NP, Where Mipgarithmic 18 @ constant), then the range over which
the logarithmic arc elasticity is taken will not matter for the estimate. However, with the
midpoint formula, even if the underlying relationship is isoelastic, the range over which the
midpoint arc elasticity is taken will matter. For example, in the penultimate column of Table
@, the underlying relationship is isoelastic with 7je4arithmic = —3, however, n = —1.5 for the
range from 1 to 0.2, and n = —1.65 for the Rand price rangem If the underlying relationship
is linear (Y = 7p), where ~ is any constant, the range over which the arc elasticities is taken
does not matter; as shown in the first column of Table [DAG] both arc elasticities yield a value
of one.

I present results from both elasticity measures with and without the corner calculation in
Tables [OA4] and [OA5, When I specify the dependent variable as the level of expenditure, the
corner calculation involves setting the conditional quantile of expenditure for some observa-
tions to zero for one or both values of the price. As shown in the last column of Table [DAG],
when one value of expenditure is zero and the other value is nonzero, the midpoint arc elastic-
ity takes on its limiting value, and the logarithmic arc elasticity cannot be computed because
the logarithm of zero is undefined. This is relevant in my application because the conditional
quantiles of expenditure are censored at zero in the calculation of corner arc elasticities. In
the corner arc elasticities, if both conditional quantiles of expenditure are censored at zero, I
set the elasticity equal to zero.

The lower panels of Table [OA4] show the midpoint and logarithmic elasticities, with and
without the corner calculation, over the same three price changes shown in Table [DAGl The
elasticities vary dramatically based on the arc elasticity formula and the price change used.
The midpoint corner arc elasticities, the first set of elasticities in the table, vary from -0.76 to
-1.49 across the conditional quantiles of expenditure. These elasticity estimates convey that
if price increases by one percent, expenditure will decrease between 0.76 percent and 1.49
percent.

Table [OA7] provides more information on how each of the elasticities in Table can
be interpreted in terms of conditional quantiles in my context. The first row shows the
actual quantiles of expenditure in the data. The second row shows the average estimated
expenditure at each quantile, conditional on all covariates, including the observed year-end
priceﬂ Comparing the two rows makes clear that the conditional quantiles of expenditure
do not correspond to the actual quantiles of expenditure. The next rows shows the average

10The example cannot be extended to the stoploss price change because one of the prices is zero.

1 To obtain the estimated conditional quantiles of expenditure for the estimates derived from the logarithmic
model, I exponentiate the predicted value for each observation, using the point estimates at each quantile.
Because the estimator did not converge at the 0.5 or 0.9 quantiles, there are no conditional quantile estimates
at those values. After exponentiating, all expenditures are positive, so I do not need to apply the corner
calculation. However, before I exponentiate, some values are below the censoring point. For the corner
calculations, I first set the conditional quantile of log expenditure equal to the censoring point for people with
values below the censoring point, and then I exponentiate.

In the health economics literature, it is common to apply a [Duan| (1983)) “smearing” transformation to
estimated medical expenditures derived from a logarithmic model of the conditional mean because the loga-
rithm of the expectation is not equal to the expectation of the logarithm, especially under heteroskedasticity.
However, the smearing correction is not merited in my context because the logarithm of the quantile is equal
to the quantile of the logarithm.
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Table OA7: Actual Quantiles of Expenditure, Conditional Quantiles of Expenditure, And

Elasticities

Dependent variable: Ln(Expenditure).

Quantile
2004 Employee Sample Price  Corner 10 20 30 40 50 60 70 80 90 Tobit IV
Average actual quantiles of expenditure, mean shown in last column

0 0 0 60 130 261 531 1215 3939 1414

Average actual quantiles of expenditure, lq of diture using point from model with dependent variable: Ln(Expenditure)
Actual 1 94.5 300.1 902.0 1,277.6 1,931.0 2,825.2 14,3448 . 95
Actual 0 95.1 300.6 902.0 1,277.6 1,931.0 2,8252 4,3448 95
1 1 0.5 37.5 0.6 0.5 231 83.3 131.5 1
1 0 0.5 37.5 0.3 0.1 231 83.3 131.5 0
0.95 1 0.7 40.6 0.7 0.5 30.3 103.2 165.6 1
0.95 0 0.7 40.6 0.5 0.2 30.3 103.2 165.6 1
0.25 1 65.0 126.3 150.8 207.4 1,319.8 2,070.8 4,164.3 65
0.25 0 65.0 126.3 150.8 207.4 1,319.8 2,070.8 4,164.3 65
0.2 1 90.0 137.0 228.3 340.5 1,728.2 2,565.6 5,242.9 90
0.2 0 90.0 137.0 228.3 340.5 1,728.2 2,565.6 5,242.9 90
0 1 331.5 189.4 1,199.4 24734 5,080.8 6,0446 13,173.2 331
Elasticiti 0 0 331.5 1894 1,199.4 24734 5,080.8 6,044.6 13,173.2 331
Elasticity (Midpoint) 1 148 -0.86 149 -1.50 146 141 143 148
Elasticity (Midpoint) 0 -1.48 -0.86 -1.50 -1.50 -1.46 -1.41 -1.43 -1.48
Stoploss Elasticity (Midpoint) 1 -0.57 -0.16 -0.68 -0.76 -0.49 -0.40 -0.43 -0.57
Stoploss Elasticity (Midpoint) 0 -0.57 -0.16 -0.68 -0.76 -0.49 -0.40 -0.43 -0.57
Rand Range Elasticity (Midpoint) 1 -1.68 -0.88 -1.70 -1.71 -1.64 -1.55 -1.58 -1.68
Rand Range Elasticity (Midpoint) 0 -1.68 -0.88 -1.70 -1.71 -1.64 -1.55 -1.58 -1.68
Elasticity (Logarithmic) 1 -3.22 -0.81 -3.69 -4.06 -2.68 -2.13 -2.29 -3.22
Elasticity (Logarithmic) 0 -3.24 -0.81 -4.12 -4.93 -2.68 -2.13 -2.29 -3.24
Rand Range Elasticity (Logarithmic) 1 -3.41 -0.85 -3.99 -4.49 -2.83 -2.25 -2.42 -3.41
Rand Range Elasticity (Logarithmic) 0 -3.42 -0.85 -4.35 -5.20 -2.83 -2.25 -2.42 -3.42

estimated conditional quantiles of expenditure at prices of 1, 0.95, 0.25, 0.20, and 1, all of the
actual prices in my empirical setting as well as the actual prices used in the calculation of the
Rand elasticity.

Table OAS8: Actual Quantiles of Expenditure, Conditional Quantiles of Expenditure, And

Elasticities

Dependent variable: Exy iture.
Quantile
2004 Employee Sample Price  Corner 10 20 30 40 50 60 70 80 90 Tobit IV
Average actual quantiles of expenditure, mean shown in last column
0 0 0 60 130 261 531 1215 3939 1414
Average actual quantiles of expenditure, conditional quantiles of expenditure using point from model with variable: Ln(Expenditure)
Actual 1 80 173 486 644 562 986 1376 . 1320
Actual 0 57 -3120 -17135 -20155 57 977 1363 -634
1 1 202 0 0 0 425 423 204 0
1 0 178 -5187  -30031 -35572 -80 410 178 -3390
0.95 1 192 0 0 0 434 500 368 0
0.95 0 161 -4892  -28190 -33371 -60 491 347 -2997
0.25 1 80 26 0 0 565 1625 2715 2512
0.25 0 -83 -761 -2416 -2560 212 1625 2715 2511
0.2 1 73 128 207 310 574 1706 2884 2905
0.2 0 -100 -466 -575 -360 232 1706 2884 2905
0 1 44 720 6789 8443 614 2030 3560 4478
Elasticities 0 0 -170 715 6789 8443 310 2030 3560 4478
Elasticity (Midpoint) 1 0.70 -1.50 -1.50 -1.50 -0.22 -0.90 -1.30 -1.50
Elasticity (Midpoint) 0 5.33 -1.25 -1.44 -1.47 -3.08 -0.92 -1.33 -19.44
Stoploss Elasticity (Midpoint) 1 0.25 -0.70 -0.94 -0.93 -0.03 -0.09 -0.10 -0.21
Stoploss Elasticity (Midpoint) 0 0.26 -4.74 -1.19 -1.09 -0.14 -0.09 -0.10 -0.21
Rand Range Elasticity (Midpoint) 1 0.70 -1.71 . . -0.22 -0.91 -1.31 -1.71
Rand Range Elasticity (Midpoint) 0 533  -125  -144 147 308 -092  -1.33 -19.44
Elasticity (Logarithmic) 1 0.63 . . . -0.19 -0.87 -1.65
Elasticity (Logarithmic) 0 . 1.50 246 2.85 . -0.89 -1.73 .
Rand Range Elasticity (Logarithmic) 1 0.65 . . . -0.20 -0.88 -1.50 -9.54
Rand Range Elasticity (Logarithmic) 0 1.39 1.84 1.92 . -0.90 -1.54 .

The corner calculation has a much more pronounced impact on the elasticities from the
model of the level of expenditure than it does in the model of the logarithm of expenditure. The
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rows with a value of 1 for “corner” censor the estimated conditional quantile of expenditure
from below at zero and then average over all observations. In the logarithmic specification, the
corner calculation has a negligible impact, indicating that most of the estimated conditional
quantiles are positive. However, in the corresponding Table [OAS] based on estimates from
the level specification, the corner calculation has a much larger impact. The differences
between the corner elasticities in the logarithmic and level specifications reflect differences
in the models more than they reflect real phenomena. In the levels model, if the estimated
conditional quantile is less than zero, the corner calculation requires that it is set to zero.
In contrast, in the logarithmic model, if the estimated conditional logarithm of expenditure
is less than -0.7, the corner calculation requires that it is set to zero; many negative values
will not have to be censored. In practice, values less than the censoring point occur much
less frequently in the logarithmic model than they do in the levels model, perhaps because
the logarithmic transformation reduces the dispersion in the dependent variable. Thus, the
elasticities in the levels model are smaller at smaller quantiles because the corner calculation
has a larger impact at the lower conditional quantiles of expenditure, which are more likely
to be zero. This pattern arises because changes in observed expenditure are less likely when
observed expenditure is zero, not because people at the lowest conditional quantiles have lower
latent price responsiveness.

The final rows of Table [DA7] show all of the elasticities reported in Table [OA4] calculated
directly from the previous rows.m The elasticity of -1.48 at the 0.10 quantile of expenditure
conveys that, holding covariates fixed, the estimated 0.10 conditional quantile of expenditure
is 50 cents among a group of people with a price of 1, but it increases to $331.50 at a price
of 0. The elasticity of -1.43 at the 0.80 conditional quantile conveys that, holding covariates
fixed, the estimated 0.80 conditional quantile of expenditure is $131.5 for a group of people
with a price of 1, but it increases to $13,173.2 at a price of 0. Even though the difference in
the estimated conditional quantiles between a price of 1 and a price of 0 is vastly different
between the 0.10 and 0.80 conditional quantiles, the elasticities only differ by 0.05 (-1.48 vs.
-1.43). In contrast, the first logarithmic elasticity reported, which is calculated using the exact
same expenditures and prices, is 0.93 larger at the 0.10 quantile than it is at the 0.80 quantile
(-3.22 vs. -2.29). These calculations demonstrate that the choice of arc elasticity formula
can have a large impact on the estimated elasticity. The other elasticities in the table show
that the price range over which the arc elasticities are calculated can have a dramatic impact
on the reported elasticity in this application. I cannot calculate the sloploss elasticities with
the logarithmic formula because one of the prices is zero. The midpoint stoploss elasticities
calculated over the stoploss range from 0.2 to 1 are much smaller - from -0.16 to -0.76 across
the quantiles, and the elasticities calculated over the Rand range from 0.25 to 0.95 are slightly
larger - from -0.88 to -1.71 across the quantiles.

The issues inherent in the arc elasticity measures complicate the comparison between arc
elasticity estimates across the quantiles and the comparison between elasticity estimates in my
application and the elasticity estimate obtained from the Rand Health Insurance Experiment.

12The elasticities in this table are obtained by applying the various arc elasticity formulas to average esti-
mated expenditure at each conditional for ease of exposition. In all other tables, I predict expenditure at each
conditional quantile and calculate the elasticity for each individual and then take the average. Comparison
of the elasticities in the “point estimate” row of Table to the elasticities reported here show the average
elasticity is very similar to the elasticity at the average .
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However, estimates obtained from both elasticity calculations, the logarithmic and the level
specifications of the dependent variable, and my price range and the Rand price range are
generally an order of magnitude larger than -0.22, the Rand elasticity estimate. As Table
[OAG] shows, the Rand elasticity estimate of -0.22 implies that spending is 1.29 times higher if
agents face a price of 0.25 instead of a price of 0.95. My CQIV estimates obtained from the
logarithmic specification of -.76 to -1.49 imply that spending is 3.4 to 199 times higher at a
price of 0.2 than it is at a price of 1. The first lesson learned from this comparison are that
studies that attempt to compare estimates to the Rand elasticity should take the particular
arc elasticity calculation used in Rand in their empirical exercise seriously. The second is that
no matter the means of comparison, my elasticity estimates are much larger than the Rand
elasticity estimate.

The choice of the arc elasticity calculation is not well-informed by theory. However, to
the extent that my elasticity estimates will be compared to the Rand elasticity estimate,
in subsequent specifications, I report elasticities obtained using the arc midpoint elasticity
formula with the corner calculation. As identification in my setting comes mainly from the
price change from 1 to 0.2, I focus on midpoint corner elasticities calculated over this range,
and [ also discuss midpoint corner elasticities calculated from the price change from 0.2 to 0.
To inform comparison with Rand, it could be argued that I need the same price change as well
as the same formula. However, the Rand price range would involve out-of-sample predictions
in my data, so I prefer the price change from 0.2 to 0, which does occur in my data. As the
above tables have shown, if I calculate elasticities in my setting over the counterfactual range
of the Rand elasticity, my estimates would be even larger.

Online Appendix 8 Stoploss Elasticities

How do we expect the stoploss elasticity to compare to the elasticity from 1 to 0.27 If the
true curve is isoelastic, the elasticities over both ranges should be approximately equal (as
discussed in [Online Appendix 7], the logarithmic elasticities would be exactly equal). However,
we might not expect the true curve to be isoelastic because the people who face the two price
changes are different people. The people who face the second price change are higher spenders,
for example the people at Y2 and Y3 in Figure as opposed to the people at Y1. We might
expect high spenders to be more or less price responsive relative to lower spenders. On the one
hand, high spenders might have less control over their spending because care decisions for high
spenders might be mostly driven by doctor decisions. On the other hand, high spenders might
exercise more control over their spending because they have more money at stake. In addition
to considering the amount of spending, we might also want to consider the magnitude of the
price change. |Chetty (2012) argues that labor supply elasticities in response to smaller wage
changes are smaller because of “optimization frictions” - people change their behavior most in
response to the largest incentives. In this context, it is unclear which price change should be
the most meaningful. In absolute terms, the price change around the stoploss is much smaller
than the price change around the deductible, but it is larger in percentage terms.
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Online Appendix 9 Alternative Estimators

For comparison with previous literature, I compare my conditional quantile CQIV estimates to
conditional mean estimates. However, conditional quantile estimators and conditional mean
estimators are not likely to yield the same point estimates because they do not estimate
the same quantities. Quantile estimates and mean estimates are only similar to the extent
that the underlying treatment effect is linear and the error distribution is symmetric and
homoskedastic. In this application, CQIV estimates are particularly likely to be different
from estimates obtained with mean estimators because medical expenditures are skewed and
censored. Compared to conditional mean estimates, CQIV estimates are less sensitive to
extreme values, and they are not based on parametric assumptions.

One of the most popular censored estimators, the Tobit estimator, developed by Tobin
(1958), is based on the parametric assumption that the error term is homoskedastic and
normally distributed. The Tobit IV estimator, developed by Newey| (1987) provides a good
comparison to the CQIV estimator because it incorporates endogeneity. |Eichner| (1997, [1998))
used a version of the Tobit IV estimator. Relative to the Tobit estimator, the Tobit IV
estimator requires additional parametric assumptions: a homoskedasticity assumption on the
first stage error term and a joint normality distributional assumption on the structural and
first stage error terms. In this application, it is unlikely that the Tobit IV assumption of
homoskedasticity in the structural equation holds given the discreteness of the endogenous
variable, year-end price.

A Hausman| (1978) joint test of the Tobit IV normality and homoskedasticity assumptions
can be conducted through comparison of the Tobit IV and CQIV estimates at each quantile.
Under the null hypothesis, Tobit IV is consistent and efficient, and CQIV is consistent. Al-
though it would be intuitive to compare the Tobit IV estimate, which is an estimate of the
mean conditional elasticity, to a CQIV conditional median elasticity estimate, a conditional
median estimate is not necessary for the comparison. Since Tobit IV imposes a constant treat-
ment effect across all quantiles, the single Tobit IV coefficient can be compared directly to the
CQIV coefficients at each quantile. The first row of Table [3|in the paper shows the CQIV and
Tobit IV coefficients before the elasticity transformation. The Tobit IV coefficient is within
the range of the CQIV coefficients, and the 95% confidence intervals overlap, indicating that
the null hypothesis that the assumptions required by Tobit IV hold is not rejected. As shown
in specification A1 of Table [OA9] the Tobit IV coefficient implies a larger elasticity than the
CQIV coefficients at most quantiles, indicating that the use of the CQIV estimator alone does
not explain the large size of my estimates relative to other estimates in the literature.

For comparative purposes, I also estimate instrumental variable adaptations of two other
common censored mean estimators with endogeneity: a truncated model and a two-part model.
The truncated arc elasticity estimate is -0.93 with a bootstrapped 95% confidence interval of
(—1.16,—0.71)@ The two-part model arc elasticity estimate is -0.86 with a bootstrapped 95%
confidence interval of (-1.19,-0.53)[™ As with the Tobit IV estimate, these estimates are

13To obtain this estimate, I estimate the control function using OLS, and then I include it as an independent
variable using the Stata command ¢runcreg. The dependent variable is the logarithm of expenditure, truncated
for the observations with zero expenditure. To predict expenditure for use in the arc elasticity calculation, I
use the estimated coefficients to predict expenditure.

141t is unclear how to extend the two part model for endogeneity in both parts, and it is also unclear how
to use it to predict expenditure for use in arc elasticity calculations. To obtain a two part model estimate
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Table OA9: CQIV vs. CQR, QIV, and QR

Quantile
2004 Sample 10 20 30 40 50 60 70 80 90
Dependent Variable: Ln(Expenditure)
A1. CQlv Tobit IV
N= 29,161 Elasticity -140 -076 -116 -146 -149 -141 -138 -141 -140 -1.42
lower bound -149 149 -146 -149 -150 -149 -145 -146 -1.44 -1.49
upper bound -1.32 -002 -086 -143 -148 -133 -130 -135 -1.35 -1.36
A2. CQR (no endogeneity) Tobit
N= 29,161 Elasticity -147 -148 -150 -150 -150 -147 -142 -141 -1.39 -1.50
lower bound -149 149 -150 -150 -150 -150 -142 -141 -1.40 -1.50
upper bound -146 -148 -149 -150 -150 -145 -141 -140 -1.39 -1.50
Dependent Variable: Expenditure
B1. cQlv Tobit IV
N= 29,161 Elasticity -0.26 0.14 -064 -067 -050 -121 -135 -133 -1.39 -1.50
lower bound -1.50 -066 -0.68 -0.73 -147 -146 -144 -142 -144 -1.50
upper bound 0.98 094 -0.60 -0.62 047 -097 -127 -125 -1.34 -1.49
B2. CQR (no endogeneity) Tobit
N= 29,161 Elasticity -1.15 128 -143 -148 -143 -140 -136 -130 -1.25 -1.50
lower bound -150 -149 -150 -150 -150 -145 -140 -139 -1.41 -1.50
upper bound -0.80 -1.06 -137 -147 -136 -134 -131 -122 -1.09 -1.50
B3. QIV (no censoring) v
N= 29,161 Elasticity -1.31 -075 -150 -139 -149 -134 -050 -126 -0.87 -1.20
lower bound -150 -150 -150 -150 -150 -146 -140 -142 -144 -1.49
upper bound -1.1 0.00 -150 -128 -149 -1.22 041 -1.10 -0.29 -0.90
B4. Quantile regression (no censoring or endogeneity) OoLS
N= 29,161 Elasticity -1.25 -118 -099 -099 -1.34 -042 -083 -0.56 -0.90 -1.42
lower bound -150 -150 -150 -150 -150 -144 -138 -1.38 -1.41 -1.43
upper bound -1.00 -0.85 -048 -049 -1.17 0.60 -0.29 0.27  -0.39 -1.41

generally much larger than those in the literature. However, [Eichner| (1998)) reports a Tobit
IV elasticity of -0.8 (the [Eichner| (1997) elasticity estimates vary from -0.22 to -0.32)[7]
Given the insurance-induced mechanical relationship between price and expenditure, we
expect elasticity estimates that do not account for endogeneity to be biased upward. Cutting
in the other direction, we expect elasticity estimates that do not account for censoring to be
biased downward. Table[OA9|reports a variety of estimators that account and do not account
for endogeneity and censoring. The first panel specifies the logarithm of expenditure as the
dependent variable, and the second panel specifies the level of expenditure as the dependent
variable. Because of endogeneity, we expect that the CQR estimates should be larger than the
CQIV estimates and that the Tobit estimates should be larger than the Tobit IV estimates.
The results look slightly larger in the logarithmic specifications, but the endogeneity bias is
apparent in the comparison of the CQR coefficients to the CQIV coefficients in the levels
specifications. Because of censoring, we expect that the QIV estimates and the IV estimates
should be biased toward zero relative to the CQIV and Tobit IV specifications. We can

with endogeneity, I estimate the control function using OLS, and then I include it as an independent variable
in the first part probit regression as well as in the second part OLS log expenditure regression estimated only
on the observations with positive expenditure. To predict expenditure for use in the arc elasticity calculation,
I use the coefficients from the second part to predict expenditure for all observations. I then multiply this
prediction by the predicted probability of being nonzero from the first part.

15The [Eichner (1997, 1998) elasticities are point elasticities, so caution must be applied in comparing them
to the arc elasticities elsewhere reported in this paper.
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only estimate these specifications with the level of expenditure as the dependent variable,
unless we specify a specific value for the logarithm of expenditure at zero in the logarithmic
specifications. Indeed, we find that the IV elasticity is closer to zero than the Tobit IV
elasticity. The bias in the QR and OLS estimates relative to the CQIV and Tobit IV estimates
depends on the relative influence of endogeneity and censoring. At some quantiles, the QIV
estimate is biased toward zero relative to the CQIV estimate, but it is biased away from zero
at others. It appears that endogeneity induces more of a bias in the QR estimates relative
to the CQIV estimates and censoring induces more of a bias in the OLS estimates relative to
the Tobit IV estimates. Regardless of the estimator used, the elasticities that I find are large
relative to those in the literature.

As another method of comparison between the CQIV estimates and estimates in the liter-
ature, I use a back-of-the-envelope calculation to transform the CQIV estimates into a single
estimate. To do this, I take the average of the CQIV estimates from the 0.10 quantile to the
0.90 quantile, for an average elasticity estimate of -1.32. This estimate is still much larger
than the Rand elasticity estimate of -0.22.

Online Appendix 10 Heterogeneity in Treatment Effects

Although one advantage of the CQIV estimator is that it allows the estimates to vary with
unobserved heterogeneity, we might also be interested in how price elasticities vary along
observed dimensions. In this section, I estimate models that restrict the sample on the basis
of observable characteristics. I present models by gender, salaried /hourly status, and plan.

In Tables|OA10[and [OA11] specifications B and C, I present the main logarithmic and levels
specifications, restricted to males and females, respectively. Average spending for females
is $1,867, which is much higher than average spending for males of $1,067. Although the
elasticities are generally in the same range in the logarithmic and levels models, women appear
to be slightly more price responsive than men, perhaps because they spend more.

Specifications D and E report separate results for salaried and hourly employees. Although
we do not observe income, salaried /hourly status could serve as a proxy for income in our main
results, where we expect hourly employees to have lower incomes. Hourly employees spend
more on medical care than salaried employees, with average spending of $1,485, as opposed to
$1,245 for hourly employees. The results show that hourly employees are more price responsive
than salaried employees, perhaps because of their lower income and higher spending. However,
the results are much less precisely estimated for salaried employees because of the smaller
sample size, which biases the reported elasticity in the positive direction because the reported
elasticity is the average of the upper and lower bounds of the 95% confidence interval, and
the lower bound cannot get more negative than -1.5.

Specifications F through I show separate specifications for each of the four offered plans,
starting with the most generous. We might expect people in the least generous $1,000 de-
ductible plan to be more price responsive throughout the distribution because they always
face higher prices. Since the most generous plan has the largest enrollment, the confidence
intervals are the tightest. In the logarithmic specification, the estimates are very similar across
plans. In the levels specification, people in the least generous ($1,000 deductible) plan appear
more price responsive at low conditional quantiles and less price responsive at high conditional
quantiles.
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Online Appendix 11 Robustness to Sample Selection

In this section, I examine the robustness of my results to the main sample restrictions. First
I examine the impact of restricting the estimation sample to the employee in each family.
Specifications J and K of Tables [OA10| and [OA11] present coefficients estimated on samples
that include spouses and all other family members, respectively. The patterns in the estimates
across the quantiles are very similar to those in the employee sample, but the estimates are
slightly more precise given the larger sample sizes, even with reported bootstrapped confidence
intervals that account for intra-family correlations/'

16T account for intra-family correlations using a block bootstrap by family. I draw replication samples that
have the same number of families as the main sample, drawing all observations in a family as a single block.
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Table OA10: Additional Specifications

Dependent Variable: Ln(Expenditure) unless noted otherwise.

Censored Quantile IV
10 20 30 40 50 60 70 80 90 Tobit IV

2004 Sample

A. Employee

N= 29,161 Elasticity -1.40 -0.76 -1.16 -146 -149 -1.41 -138 -141 -140 -1.42
lower bound  -1.49 -149 -146 -149 -150 -149 -145 -1.46 -1.44 -149
upper bound -1.32 -0.02 -086 -143 -148 -133 -1.30 -1.35 -135 -1.36

B. Male Employee

N= 16,730 Elasticity -041 -050 -090 -132 -147 -141 -133 -133 -1.38 -1.38
lower bound  -1.49 -149 -142 -1.47 -150 -150 -1.44 -1.44 -1.45 -1.49
upper bound 0.67 048 -037 -1.16 -1.44 -133 -121 -122 -131 -1.27

C. Female Employee

N= 12,431 Elasticity -148 -149 -149 -149 -150 -127 -1.37 -140 -1.35 -1.45
lower bound -149 -149 -150 -150 -150 -150 -150 -149 -147 -150
upper bound -1.47 -149 -149 -148 -149 -1.05 -1.25 -1.32 -1.22 -1.39

D. Salaried Employee

N= 8,703 Elasticity -041 -046 -0.71 -101 -149 -019 -093 -1.17 -1.31 -0.16
lower bound  -1.48 -149 -143 -1.48 -150 -147 -146 -1.47 -1.48 -1.48
upper bound 065 058 002 -054 -148 109 -040 -087 -1.14 117

E. Hourly Employee

N= 20,458 Elasticity -1.12  -069 -129 -148 -149 -1.48 -142 -141 -1.38 -1.47
lower bound -1.49 -149 -150 -150 -150 -150 -1.47 -1.46 -1.45 -1.49
upper bound -0.75 0.11 -1.08 -1.46 -1.48 -147 -1.36 -1.37 -1.32 -144

F. $350 Deductible Employee

N= 17,483 Elasticity -0.84 -071 -124 -146 -149 -149 -134 -138 -1.37 -1.33
lower bound  -1.48 -149 -148 -1.49 -150 -150 -145 -1.45 -1.44 -148
upper bound -020 0.06 -099 -1.42 -1.48 -148 -1.22 -1.31 -1.30 ~-1.18

G. $500 Deductible Employee

N= 4,952 Elasticity -0.46 -0.46 -056 -0.97 -150 -031 -0.69 -1.15 -0.86 -1.16
lower bound -149 -149 -150 -150 -150 -149 -148 -148 -147 -150
upper bound 058 058 037 -043 -150 086 0.10 -0.81 -0.25 -0.82

H. $750 Deductible Employee

N= 1,844 Elasticity -097 -052 -0.69 -121 -145 -0.06 -0.02 -0.01 -0.02 -0.02
lower bound -1.49 -150 -150 -150 -150 -150 -1.50 -150 -1.49 -1.50
upper bound -0.46 045 012 -092 -140 137 146 147 145 146

I. $1,000 Deductible Employee

N= 4,882 Elasticity -1.45 -052 -060 -058 -150 -1.37 -129 -1.13 -1.30 -1.49
lower bound -1.49 -150 -150 -150 -150 -150 -150 -150 -1.50 -1.50
upperbound -142 045 030 034 -150 -124 -1.07 -0.77 -1.10 -1.49

J. Employee and Spouse

N= 53,422 Elasticity -1.44  -1.27 -1.44 -148 -150 -147 -142 -141 -142 -1.48
lower bound -1.49 -1.49 -150 -149 -150 -150 -146 -145 -145 -1.49
upper bound -1.40 -1.04 -1.39 -147 -150 -145 -138 -1.37 -1.38 -1.46

K. Everyone

N= 128,290 Elasticity -148 -149 -145 -148 -150 -143 -134 -135 -136 -1.49
lower bound -148 -149 -150 -149 -150 -146 -139 -139 -139 -149
upper bound -1.47 -148 -1.40 -148 -150 -1.40 -1.28 -1.31 -1.33 -1.48

L. Employee including injured

N= 29,764 Elasticity -129 -094 -130 -148 -149 -139 -140 -142 -141 -144
lower bound -1.49 -1.38 -1.47 -149 -150 -150 -146 -146 -145 -1.49
upper bound -1.09 -0.49 -1.12 -146 -148 -128 -133 -1.38 -1.36 -1.40
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Table OA10: Additional Specifications Continued

M. Employee - Do not require employees or their family members continuously enrolled

N= 47,179 Elasticity -1.38 -1.01 -141 -149 -150 -150 -145 -144 -142 -1.49
lower bound -1.49 -1.38 -148 -149 -150 -150 -1.47 -1.46 -1.44 -150
upper bound -1.26 -0.65 -1.34 -1.48 -1.49 -150 -143 -141 -1.39 -1.49

N. Employee - Only require employees, and NOT their family members, continuously enrolled

N= 36,754 Elasticity -1.36 -0.74 -120 -147 -149 -140 -136 -138 -1.39 -1.44
lower bound  -1.49 -149 -147 -149 -150 -149 -144 -144 -1.44 -149
upper bound -1.23 0.02 -093 -144 -149 -131 -129 -132 -134 -140

O. Employee, 2003 Sample

N= 30,077 Elasticity -0.56 -1.10 -143 -148 -149 -136 -135 -1.32 -1.35 -1.42
lower bound  -1.48 -143 -149 -1.49 -150 -149 -146 -1.43 -1.43 -1.49
upper bound 036 -0.77 -137 -146 -149 -123 -1.23 -122 -1.28 -1.36

P. Instrument: All Injury Categories

N= 26,790 Elasticity -0.74 -134 -143 -148 -149 -150 -139 -140 -140 -1.49
lower bound -148 -149 -150 -150 -150 -150 -145 -144 -144 -150
upper bound 000 -119 -136 -146 -149 -150 -1.34 -1.37 -1.37 -1.49

Q. Instrument: Injuries to Children Only, Employees with Spouse Injuries Excluded from Sample

N= 28,547 Elasticity -1.39 -0.75 -116 -146 -149 -139 -139 -141 -140 -141
lower bound -1.48 -149 -146 -149 -150 -150 -146 -1.46 -1.45 -1.49
upper bound -1.30 -0.01 -087 -143 -149 -128 -1.31 -137 -135 -1.33

R. Instrument: Injuries to Spouses Only, Employees with Child Injuries Excluded from Sample

N= 26,690 Elasticity -1.12 -057 -101 -099 -142 -097 -0.97 -099 -1.01 -1.20
lower bound -1.49 -149 -150 -150 -150 -149 -142 -143 -1.46 -150
upper bound -0.75 035 -052 -049 -135 -045 -052 -056 -0.57 -0.90

S. Instrument: Simulated Spending on Injury

N= 29,161 Elasticity -1.03 -073 -101 -138 -149 -139 -133 -138 -1.39 -1.36
lower bound  -1.48 -149 -144 -1.49 -150 -149 -144 -145 -1.44 -148
upper bound -058 0.03 -058 -1.28 -1.47 -130 -1.22 -1.32 -1.34 -1.23

T. Instrument: Dummies for Nine Injury Types

N= 29,161 Elasticity -1.47 -145 -148 -149 -150 -145 -141 -143 -143 -1.49
lower bound -149 -149 -150 -150 -150 -150 -146 -146 -145 -1.50
upper bound -1.46 -140 -1.47 -149 -150 -1.40 -1.37 -1.40 -140 -1.48

U. Instrument: Separate Dummies for Injuries in First and Second Half of Year

N= 29,161 Elasticity -1.27 -0.72 -1.13 -146 -149 -142 -138 -140 -140 -1.42
lower bound -1.48 -149 -145 -149 -150 -149 -146 -1.46 -1.44 -149
upper bound -1.06 005 -080 -144 -148 -135 -1.30 -1.35 -135 -1.36

V. Ln(Outpatient Expenditure)

N= 29,161 Elasticity -1.43 -1.48 -146 -147 -149 -137 -131 -134 -137 -1.42
lower bound -1.48 -149 -150 -1.50 -150 -148 -144 -1.43 -1.44 -148
upper bound -1.38 -147 -143 -145 -149 -126 -1.18 -124 -1.30 -1.35

Censored Quantile IV
91 92 93 94 95 96 97 98 99

W. Baseline (Higher Estimated Quantiles)

N= 29,161 Elasticity -139 -139 -138 -137 -136 -137 -135 -1.35 -1.36
lower bound -1.44  -143 -1.43 -142 -142 -141 -142 -142 -1.46
upper bound -1.34 -135 -133 -132 -130 -1.32 -1.28 -1.28 -1.25

Lower and upper bounds for specifications J and K account for intra-family correlations.
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Table OA11: Additional Specifications

Dependent Variable: Expenditure unless noted otherwise.

Censored Quantile IV
10 20 30 40 50 60 70 80 90 Tobit IV

2004 Sample

A. Employee

N= 29,161 Elasticity -0.26 0.14 -064 -067 -050 -121 -135 -1.33 -1.39 -150
lower bound -1.50 -0.66 -0.68 -0.73 -1.47 -146 -144 -142 -1.44 -150
upper bound 098 094 -060 -062 047 -0.97 -127 -125 -1.34 -149

B. Male Employee

N= 16,730 Elasticity -0.42 004 -051 -056 -080 -1.00 -1.37 -138 -1.38 -1.45
lower bound -1.50 -043 -059 -0.68 -1.42 -143 -145 -1.44 -1.44 -150
upper bound 0.67 051 -043 -044 -0.18 -056 -1.29 -1.33 -1.33 -1.40

C. Female Employee

N= 12,431 Elasticity -080 -101 -115 -116 -1.13 -1.16 -1.21 -1.30 -1.33 -1.46
lower bound -084 -125 -150 -150 -150 -141 -141 -142 -142 -150
upper bound -0.75 -0.77 -0.81 -0.82 -0.75 -0.91 -1.01 -1.17 -124 -141

D. Salaried Employee

N= 8,703 Elasticity -0.37 -0.06 -0.56 -0.67 -044 -1.17 -127 -133 -1.36 -1.07
lower bound -1.50 -0.57 -059 -0.79 -1.47 -145 -144 -144 -1.44 -150
upper bound 0.76 046 -053 -055 058 -0.88 -1.11 -1.22 -1.28 -0.64

E. Hourly Employee

N= 20,458 Elasticity -0.37 -0.15 -0.66 -0.77 -063 -1.29 -132 -135 -1.37 -1.47
lower bound -1.50 -0.65 -0.69 -0.89 -1.39 -142 -141 -142 -1.44 -150
upper bound 0.76 036 -064 -065 0.12 -117 -122 -129 -130 -143

F. $350 Deductible Employee

N= 17,483 Elasticity -0.19 0.09 -0.75 -0.76 -0.63 -0.44 -125 -130 -1.40 -1.46
lower bound -1.33 -0.76 -0.76 -0.79 -1.28 -146 -140 -1.41 -1.46 -150
upper bound 095 093 -073 -074 0.03 057 -109 -120 -133 -141

G. $500 Deductible Employee

N= 4,952 Elasticity -0.21 -047 -089 -100 -111 -136 -133 -133 -1.35 -0.34
lower bound -1.50 -126 -1.25 -147 -148 -146 -145 -142 -145 -1.50
upper bound 1.08 033 -052 -054 -073 -1.27 ~-121 -125 -126 0.82

H. $750 Deductible Employee

N= 1,844 Elasticity -0.31 -0.76 -050 -045 -031 -1.01 -135 -1.21 -0.72 -0.29
lower bound  -1.48 -149 -148 -150 -1.48 -145 -144 -145 -1.44 -150
upper bound 086 -0.03 048 059 086 -057 -1.26 -096 0.00 0.92

I. $1,000 Deductible Employee

N= 4,882 Elasticity -1.38 -050 -0.72 -0.69 -148 -0.86 -0.67 -0.60 -0.55 -1.50
lower bound -150 -150 -150 -150 -150 -1.37 -1.13 -1.07 -0.93 -1.50
upper bound -1.27 049 006 0.12 -146 -035 -0.21 -0.12 -0.18 -1.50

J. Employee and Spouse

N= 53,422 Elasticity -029 -065 -085 -096 -049 -109 -1.16 -1.10 -1.33 -1.50
lower bound -1.50 -0.72 -1.05 -1.21 -146 -140 -143 -145 -143 -1.50
upper bound 093 -058 -0.65 -0.71 048 -0.77 -089 -0.76 -1.22 -1.50

K. Everyone

N= 128,290 Elasticity -0.33 -050 -101 -095 -036 -094 -117 -1.27 -1.28 -1.45
lower bound -150 -150 -150 -137 -147 -146 -142 -140 -144 -150
upper bound 084 049 -052 -052 076 -041 -093 -115 -1.12 -1.40

L. Employee including injured

N= 29,764 Elasticity -0.27 -0.65 -0.67 -087 -063 -048 -131 -1.34 -1.37 -150
lower bound -1.50 -0.69 -0.69 -1.12 -149 -147 -142 -141 -144 -1.50
upper bound 097 -0.61 -0.64 -063 024 052 -1.20 -1.26 -1.30 -1.49
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Table OA11: Additional Specifications Continued

M. Employee - Do not require employees or their family members continuously enrolled

N= 47,179 Elasticity -039 -0.18 -057 -08 -090 -130 -134 -135 -137 -1.50
lower bound -150 -0.60 -061 -114 -121 -148 -143 -144 -145 -150
upper bound 0.71 023 -053 -056 -058 -112 -124 -127 -129 -1.50

N. Employee - Only require employees, and NOT their family members, continuously enrolled

N= 36,754 Elasticity -0.34 -060 -062 -080 -052 -040 -130 -1.34 -130 -1.49
lower bound -1.50 -0.67 -064 -098 -149 -144 -143 -142 -145 -150
upper bound 0.81 -053 -0.60 -0.63 0.45 064 -118 -1.26 -1.15 -1.49

O. Employee, 2003 Sample

N= 30,077 Elasticity -0.29 -060 -067 -072 -050 -041 -128 -1.34 -137 -1.50
lower bound -0.72 -062 -074 -084 -148 -147 -140 -141 -143 -150
upper bound 0.14 -059 -0.60 -0.61 0.48 065 -117 127 -1.31  -1.49

P. Instrument: All Injury Categories

N= 26,790 Elasticity -0.54 022 -060 -069 -050 -136 -135 -136 -1.38 -1.50
lower bound -150 -059 -062 -0.79 -117 -146 -141 -140 -143 -150
upper bound 0.42 1.02 -058 -0.59 017 -126 -129 -132 -134 -1.50

Q. Instrument: Injuries to Children Only, Employees with Spouse Injuries Excluded from Sample

N= 28,547 Elasticity -1.29 077 -124 -147 136 -073 -0.39 -0.38 -0.34 -149
lower bound -150 -150 -150 -150 -150 -112 -049 -044 -039 -1.50
upper bound -1.07 -0.04 -098 -144 -122 -034 -030 -0.32 -028 -1.49

R. Instrument: Injuries to Spouses Only, Employees with Child Injuries Excluded from Sample

N= 26,690 Elasticity -024 -061 -064 -095 -045 -025 -133 -127 -138 -0.85
lower bound -150 -063 -067 -132 -150 -142 -141 -134 -144 -150
upper bound 1.02 -059 -0.61 -0.58 0.60 093 -125 -119 -132 -0.19

S. Instrument: Simulated Spending on Injury

N= 29,161 Elasticity -0.25 0.13 -0.88 -064 -053 -055 -131 -132 -137 -143
lower bound -150 -063 -117 -0.67 -148 -146 -141 -141 -144 -150
upper bound 1.00 0.89 -059 -0.62 0.43 035 -121 -124 -130 -1.35

T. Instrument: Dummies for Nine Injury Types

N= 29,161 Elasticity -0.38 -0.15 -088 -106 -090 -1.24 -129 -138 -139 -1.50
lower bound -150 -1.05 -113 -147 -148 -146 -141 -141 -144 -150
upper bound 0.74 0.74 -063 -064 -031 -101 -117 -134 -134 -1.50

U. Instrument: Separate Dummies for Injuries in First and Second Half of Year

N= 29,161 Elasticity -0.28 015 -062 -072 -062 -120 -132 -136 -1.36 -1.50
lower bound -1.50 -0.66 -064 -082 -148 -145 -142 -142 -143 -1.50
upper bound 0.94 097 -061 -0.63 025 -095 -121 -130 -129 -1.49

Lower and upper bounds for specifications J and K account for intra-family correlations.

Specifications L, M, and N explore alternative sample selection criteria in the employee
sample. The main specification, A excludes injured employees on the grounds that the exclu-
sion restriction is less likely to be satisfied for them - another family member’s injury could
be related to their injury through a mechanism other than price if both family members were
injured at the same time, leading to a larger estimated elasticity. However, the cost of this
sample selection is that it might reduce external validity of the findings, or it might bias the
findings through selection on the dependent variable. Specification L leaves the 603 employees
with own injuries in the estimation sample. Since the instrument is defined as an injury of
another family member, not all of these employees have a value of one for the instrument -
only 100 have another family injury. Estimates are similar or only slightly larger in the spec-
ifications that include injured employees, suggesting that sample selection to exclude injured

employees does not have a large impact on the results.

Specifications M and N examine robustness to the major sample restriction - the require-
ment that everyone be continuously enrolled. I impose this restriction because the dependent
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variable measures year-end spending. Year-end spending will be artificially low if agents are
not in the sample for the entire year, and we will not capture all responses to family injuries
if agents are not in the sample for the entire year. However, as long as individuals are not dif-
ferentially continuously enrolled based on family injury status, the results should be the same
as they are in the main specification. In specification M, I do not require employees or their
family members to be continuously enrolled, and in specification N, I only require employees,
and not their family members, to be continuously enrolled. The results are generally similar.

Finally, I examine robustness to estimating the results using 2004 data instead of 2003
data. The elasticities presented in specification O show remarkably similar patterns. The
similarity of the estimates between 2003 and 2004 provides some evidence of robustness, and
it suggests that price responsiveness did not change between 2003 and 2004.

Online Appendix 12 Robustness to Specification of the
Instrument

In this section, I examine the robustness of my results to alternative specifications of the
instrumental variable. As discussed in [Online Appendix 15| I restrict the categories of injuries
in my instrument to those for which employee spending is similar before the injuries. If
employees in families with some categories of injuries spend more even before the injuries
occur, estimates from specifications that use those categories will result in elasticity estimates
away from zero. In specification P of Tables and [OATI], T specify the instrument to
include all injury categories. The results are larger than those in the main specification at
most quantiles, but only slightly, suggesting that some injury categories that are not included
in my main specification might be endogenous, but that any bias that they would generate is
small. In all other specifications, I consider only the injury categories included in the main
specification.

Next, I explore alternative specifications of the instrument to investigate a specific channel
for violation of the exclusion restriction. There is potential cause for concern if family injuries
affect family income and family income affects expenditure. I cannot control for income di-
rectly because I do not observe it. However, I can informally investigate the role of income
effects by estimating separate specifications based on injuries to spouses and injuries to chil-
dren. If there are large income effects due to the injury of a wage earner, we might expect
an employee’s response to a spouse’s injury to be different than an employee’s response to
a child’s injury. In specification Q, I only include child injuries in the instrument and drop
employees with other family injuries; in specification R, I only include spouse injuries in the
instrument and drop employees with other family injuries. The logarithmic specification with
just child injuries gives almost the exact same point estimates as the main specification, which
is not surprising given that 4/5 of the injuries in the sample are to children. The specification
with just spouse injuries, which is not as well identified, also yields point estimates that are
the similar in magnitude but slightly smaller, suggesting that variation in the estimates due
to child vs. spouse injuries is not large relative to the main elasticity estimates.

In the next three specifications, I incorporate more variation into the specification of the
instrument by exploiting spending on injuries, injury categories, and the timing of injuries.
In the main specification, the instrument is a dummy variable that indicates whether another
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family member had an injury. I do not specify the instrument as the amount of spending on
the family injury because such a specification could violate the exclusion restriction if family
members see the same expensive doctors or consume care in the same expensive geographic
area. However, by restricting our instrument to a dummy variable, I lose some meaningful
variation. In specification S, I incorporate the amount of spending on the injury using simu-
lation techniques pioneered by (Currie and Gruber| (1996alb). First, within each of the seven
injury categories, I calculate mean spending over all individuals with that injury. Then, I
assign this mean to the family members of the injured, removing only their family member’s
spending from the mean. In this way, [ am able to use variation in the magnitude of spending
on the injury, excluding variation that could be correlated within families. Although it would
have been possible to create a plan-specific measure of average injury spending, in practice,
some of the cell sizes are very small. As compared to the main specification, the results in
specification S are slightly smaller, but in a similar range. The smaller estimates seem to be
an artifact of the wider confidence intervals. I might have expected the confidence intervals
to be tighter because of the additional variation in the instrument, but it seems that this
specification sacrifices power because of the greater demands that it puts on the data.

Specification T incorporates more variation into the instrument by specifying it as a vector
of dummy variables for each of the nine injury categories included in the instrument, listed
in Table [DA3] The results are very similar to the main results. Finally, in specification U, I
exploit additional variation in injury timing in the specification of the instrument. I generate
two instruments by interacting the family injury dummy with an indicator for the half of the
year when the injury occurred. Again, the results are very similar to those from the main
specification. The next section considers the implications of within-year injury timing for the
estimates and demonstrates that the estimates should indeed be similar regardless of injury
timing.

Online Appendix 13 Implications of Within-Year Injury
Timing

In this section, I examine the implications of injury timing for my instrumental variable
estimates. To do so, I examine separate CQIV specifications in which I only include injuries
in the first half of the year or only include injuries in the second half of the year in the
determination of the instrument, excluding individuals with family injuries in the other half
of the year from the sample. In the first panel of Tables [OA12/ and [OA13], I present estimates
with the dependent variable in logarithmic and level form. The estimates are very similar,
regardless of the timing of the family injury used. This finding is consistent with the model
discussed in [Online Appendix 5 after an injury occurs, it takes time for the family member’s
marginal price, as well as his spending, to respond. On net, if the family member’s marginal
price responds at roughly the same rate as his spending responds, the IV estimate, which
reflects the spending response (the reduced form) divided by the price response (the first
stage), will be roughly the same regardless of the injury timing.

In the bottom panel of Tables [OA12| and [OA13] I examine the spending response to the
injury (the reduced form), and the price response to the injury (the first stage) separately. To
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Table OA12: Timing of Family Injury

Dependent Variable: Ln(Expenditure).
Censored Quantile IV

2004 Sample 10 20 30 40 50 60 70 80 90
Injury in first half of the year Tobit IV
N= 27,104 Elasticity -0.74 -0.74 -106 -145 -149 -141 -1.38 -1.43 -1.40 -1.43

lower bound -149 -149 -147 -149 -150 -150 -1.47 -1.47 -145 -1.50
upper bound 0.00 002 -066 -140 -1.48 -1.33 -1.30 -1.38 -1.36 -1.37
Injury in second half of the year Tobit IV
N= 27,030 Elasticity -1.24 -058 -1.05 -144 -149 -134 -133 -1.32 -1.37 -1.31
lower bound -149 -149 -148 -149 -150 -150 -1.45 -1.46 -1.46 -1.49
upper bound -1.00 033 -0.61 -139 -148 -1.17 -1.21 -1.18 -1.29 -1.13

Censored Quantile Regression first stage

Injury in first half of the year - reduced form Tobit oLs
N= 27,104 Family Injury . 020 032 052 044 040 035 035 029 0.65 -0.10
lower bound . 020 -010 023 022 023 021 019 013 0.36 -0.12

upper bound . 060 074 082 066 058 049 051 045 0.94 -0.08

Injury in second half of the year - reduced form Tobit oLS
N= 27,030 Family Injury . 017 043 037 028 025 023 031 028 0.50 -0.10
lower bound . 000 000 011 010 0.09 0.05 014 0.12 0.23 -0.12

upper bound . 034 086 063 045 041 041 048 044 0.77 -0.08

In first stage results, dependent variable is year-end price.

Table OA13: Timing of Family Injury

Dependent Variable: Expenditure.
Censored Quantile IV

2004 Sample 10 20 30 40 50 60 70 80 90
Injury in first half of the year Tobit IV
N= 27,104 Elasticity -0.26 -0.58 -0.62 -0.78 -0.66 -1.29 -1.34 -0.80 -1.39 -1.49

lower bound -1.50 -0.63 -0.63 -0.93 -1.47 -148 -141 -143 -145 -1.50
upper bound 098 -053 -0.62 -0.62 016 -1.09 -1.26 -0.17 -1.33 -1.49
Injury in second half of the year Tobit IV
N= 27,030 Elasticity -0.28 -0.64 -065 -0.83 -055 -1.23 -1.32 -1.31 -1.39 -1.24
lower bound -1.50 -0.67 -0.69 -1.04 -150 -1.44 -141 -141 -145 -1.50
upperbound 093 -0.60 -0.62 -0.62 039 -1.03 -1.22 -1.21 -1.32 -0.98

Censored Quantile Regression first stage

Injury in first half of the year - reduced form Tobit OLS OLS
N= 27,104 Family Injury . 26 16 46 71 109 209 472 1,175 907 526 -0.10
lower bound . 0 -7 13 27 48 80 190 325 433 187 -0.12

upper bound . 51 40 78 115 170 339 754 2,025 1,380 865 -0.08

Injury in second half of the year - reduced form Tobit OLS oLS
N= 27,030 Family Injury . 28 27 29 48 75 154 394 924 603 347 -0.10
lower bound . 0 2 -7 13 5 31 153 234 268 85 -0.12

upper bound . 57 53 66 83 144 277 635 1,613 939 609 -0.08

In first stage results, dependent variable is year-end price.

examine the reduced form, I estimate CQR, Tobit, and OLS speciﬁcationst] These results,
especially the Tobit results, show that the expenditure response is larger for injuries that
occur in the first half of the year than it is for injuries that occur in the second half of the
year. The first stage OLS results also show that the price response is larger for injuries that
occur in the first half of the year. The combination of these findings explains why the CQIV
results are generally not sensitive to injury timing.

17T only estimate an OLS specification of the reduced form for the levels model because it is unclear how to
model individuals with zero expenditure in an OLS model of the logarithm of expenditure.
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Online Appendix 14 Analysis of Data on Smaller Fam-
ilies

Using data beyond my estimation sample, I examine the spending behavior of employees in
families with fewer than four individuals (the main results are based on employees in families
of four or more). People in smaller families have the potential to serve the basis for an
indirect test of the exclusion restriction, but the test has several potential flaws. The results
do not yield support for the exclusion restriction, but I report them here in the interest of
transparency.

The exclusion restriction requires that one family member’s injury can only affect another
family member’s expenditure through its effect on his marginal price. If program rules dictate
that cost sharing interactions cannot occur, one family member’s injury should not be related
to another family member’s medical expenditure. At the firm that I study, in policies for
families of two, one family member’s spending has no mechanical effect on another family
member’s marginal price as shown in Table[l|in the paper. Therefore, any effects of one family
member’s injury on another family member’s spending presumably operate through another
channel. Although the exclusion restriction is not an econometrically testable restriction in
the main sample of families of four or more, evidence that there is no effect of one family
member’s injury on another family member’s spending in a family of two would support the
validity of the exclusion restriction in the main sample.

To formalize this test, I estimate the following specification with censored quantile regres-
sion:

Y = max(Y*,C)=T(Y;)")
Y* = WU)+£U)Z

where the regressors are defined above. This specification differs from the main specification
only in that it examines the reduced form effect of the family injury on Y directly. A traditional
instrumental variable specification would not be informative here because the first stage should
not exist in families of two[¥]

The main limitation of this test is that if employees in families of two are different from
employees in families of four or more, the effect of one member’s injury on another member’s
spending could be nonzero in families of two even if there is no violation of the exclusion
restriction in families of four or more. Indeed employees in families of two have different
observable characteristics than employees in families of four or more, so it is unclear if effects of
one family member’s injury on another family member’s spending should be comparable across
samples. I investigate several sample restrictions to make the samples of employees in families
of both sizes similar in terms of observable characteristics, but unobservable characteristics
could still differ.

Column 7 of Table in the paper presents summary statistics on employees in all
families of two. Comparison of year of birth with column 1 shows that this population is
much older than the population in families of four - it consists of many older “empty nesters.”

18Tf we think of the instrumental variable specification as the reduced form estimate divided by the first
stage estimate, the instrumental variable estimate will not exist when the first stage estimate is zero.
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Furthermore, only 27% of employees in families of two consume zero care, as opposed to 36% in
families of four or more. Employees in families of two have much higher average expenditures
on medical care than their counterparts in families of four or more ($2,615 vs. $1,414). Given
that employees in families of two consume more medical care, we might be more likely to
observe spurious effects of other family injuries on spending in the families of two than we are
in the main sample. We should keep this caveat in mind when interpreting the results.

I first report results from the sample of employees in all families of two without any sample
restrictions. If the test is valid and the exclusion restriction holds, we expect to see no effect
of another family member’s injury on the employee spending in families of two, but the CQR
results in specification A of Tables [OA14] and [OA15|show that employees with a family injury
spend from 0 to 41% more or from $0 to $736 more than employees without family injuries.
In larger families, we expect to see a larger impact of one family member’s injury on another
family member’s expenditure. As shown in specification G of Tables [OA14] and [OA15] the
coefficients in the family specification suggest that employees with an injured spouse or child
spend 15 to 29% more or from $20 to $813 more on their own medical care than employees
without family injuries. Although the Tobit coefficient is slightly larger in the sample of
families of four or more, suggesting that there is more of an effect of one family member’s
injury on the employee’s expenditure in larger families, the Tobit coefficient in families of two
is not a precisely estimated zero. It is possible that employees in families of two are different
from employees in families of four or more, invalidating the test.

One reason why families of two might be different from larger families is that identification
in the smaller families comes mainly from injuries to spouses, and identification in the larger
families comes from injuries to children as well as spouses. In specification B, I restrict the
sample to employee-dependent families of two, and in specification H, I restrict the main
sample so that it does not include employees with spouse injuries; both samples are identified
from injuries to non-spouse dependents. In specifications C and I, I restrict the samples so
that they are identified from injuries to spouses. Again, the results are somewhat larger in
the specifications in families of four, but the results are nonzero in families of two.

Yet another concern with the comparison by family size is that employees in families of
two are much older than the employees in larger families. In specifications D and J, I restrict
both samples to include employees aged 40 and under. Even though the unrestricted sample
of employees in families of two is much larger than the sample of employees in families of four
or more, it only includes 6,951 employees under age 40, but the main sample includes 18,972
employees under age 40. Similarly, in specifications E and K, I restrict both samples to include
employees over age 40. As shown, in families of four or more, the effect of a family member’s
injury on the employee’s expenditure is larger if the employee is older. The mechanism for
this comparison is unclear, but it suggests that we are more likely to find relationships in
the older sample of families of two than we are in the younger main sample based on age.
Unfortunately, the younger sample of families of two is so small that the results are imprecise.

For completeness, I also present results estimated on families of three. As discussed in
the paper, there are some cost sharing interactions in families of three that occur through the
stoploss, so the results in families of three should show some effect of one family member’s
injury on the employee’s expenditure. This is indeed the case, as shown in specification F.

Although the results would be compelling if the specification restricted to families of two
yielded a precisely estimated zero, there are several reasons why it would not in the absence
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of a violation of the exclusion restriction. For example, if employees do not understand the
interaction between the individual and family deductibles, then they might think that their
own price will go down after their family member has an injury regardless of family size.
Especially since many members of the sample of families of two appear to be empty-nesters,
they might behave as if another family member’s injury will affect their spending, as it did
when they had children on their policy in the past. In sum, this analysis does not provide
support for the exclusion restriction, but there are many reasons to question its usefulness.
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Table OA14: Family Injuries in Smaller and Larger Families

Dependent variable: Ln(Expenditure)

Censored Quantile Regression

2004 Sample 10 20 30 40 50 60 70 80 90 Tobit

Families of Two

A. Employees in All Familes of Two

N= 54,889 Family Injury 000 041 031 036 023 024 020 021 0.16 0.48
lower bound 000 000 012 019 011 0.10 0.07 0.06 0.01 0.29
upperbound 000 082 051 053 036 039 032 0.37 0.30 0.67

B. Employees in Employee-Child Families of Two

N= 17,338 Family Injury 000 059 -011 015 025 013 020 0.14 0.08 0.35
lower bound 0.00 -0.22 -052 -0.14 -0.03 -0.22 -0.04 -0.14 -0.19 -0.06
upperbound 000 140 029 045 054 047 043 042 0.35 0.77

C. Employees in Employee-Spouse Families of Two

N= 37,551 Family Injury 034 040 046 033 027 027 019 0.17 0.14 0.49
lower bound -0.17 000 018 015 011 009 0.02 0.01 -0.03 0.28
upperbound 085 079 073 050 043 045 036 0.32 0.32 0.70

D. Employees 40 and under in Employee-Spouse Families of Two

N= 6,951 Family Injury . 241 030 029 027 022 021 0.22 0.15 0.50
lower bound . 0.00 -005 0.00 -0.08 -0.04 -0.03 -0.09 -0.09 0.10
upper bound . 481 065 058 062 048 046 053 0.39 0.90

E. Employees over 40 in Employee-Spouse Families of Two

N= 30,600 Family Injury 000 058 037 030 025 025 018 0.16 0.09 0.44
lower bound 000 006 013 015 011 010 0.02 0.02 -0.10 0.24
upperbound 000 111 060 045 040 040 034 0.30 0.28 0.64

Families of Three

F. Employees in All Families of Three

N= 25,482 Family Injury 000 215 038 034 031 020 013 0.07 0.04 0.64
lower bound 0.00 0.00 000 012 0.14 0.07 0.00 -0.10 -0.13 0.39
upperbound 000 431 077 055 048 033 025 0.24 0.21 0.90

Families of Four or More

G. Employees in Families of Four or More

N= 29,161 Family Injury . 015 037 046 036 031 030 031 0.29 0.57
lower bound . 000 000 025 022 017 018 0.20 0.16 0.36
upper bound . 030 073 066 049 045 041 043 0.42 0.78

H. Employees in Families of Four or More - Excluding Employees with Spouse Injuries

N= 28,547 Family Injury . 000 042 044 036 035 033 0.35 0.32 0.59
lower bound . 000 000 018 017 020 020 0.22 0.18 0.36
upper bound . 000 084 069 056 050 046 0.48 0.46 0.82

I. Employees in Families of Four or More - Excluding Employees with Child Injuries

N= 26,690 Family Injury . 062 030 044 028 027 027 023 0.10 0.54
lower bound . -0.01 -018 0.06 -0.03 0.04 0.07 0.01 -0.18 0.15
upper bound . 125 078 082 060 049 047 045 0.39 0.93

J. Employees 40 and under in Families of Four or More

N= 18,972 Family Injury . -0.03 020 030 040 032 023 0.29 0.22 0.54
lower bound . -011 -005 0.09 023 019 0.09 0.13 0.06 0.31
upper bound . 006 046 051 058 046 036 045 0.38 0.76

K. Employees over 40 in Families of Four or More

N= 10,189 Family Injury . 000 037 059 040 038 044 045 0.36 0.61
lower bound . 000 000 015 015 011 024 021 0.15 0.30
upper bound . 000 074 1.02 064 064 065 0.69 0.58 0.91

amily of Two controls: male dummy, plan (safurated), CEnsus region (saturate
family born 1944 to 1953, count family born 1954 to 1963, count family born 1964 to 1973, count family born 1974 to

1983, count family born 1984 to 1993.

, Salary aummy (vs. hourly), coun

Family of Four controls: family of two controls, spouse on policy dummy, YOB of oldest dependent, YOB of youngest
dependent, family size (saturated with 8-11 as one group), count family born 1994 to 1998, count family born 1999,
count family born 2000, count family born 2001, count family born 2002, count family born 2003, count family born

2004.
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Table OA15: Family Injuries in Smaller and Larger Families

Dependent variable: Expenditure

Censored Quantile Regression
2004 Sample 10 20 30 40 50 60 70 80 90 Tobit
Families of Two
A. Employees in All Familes of Two

N= 54,889 Family Injury 0 5 19 29 121 70 288 83 736 909
lower bound 0 -39 -51 -75 -46  -235 -247 -1,326 -539 445
upper bound 0 48 88 134 288 375 823 1,491 2,011 1,373

B. Employees in Employee-Child Families of Two

N= 17,338 Family Injury 0 25 1 12 39 78 151 401 490 373
lower bound 0 0 -37 -61 -25 -60 -39 -134 -538 -224
upper bound 0 51 39 86 102 216 341 935 1,519 971

C. Employees in Employee-Spouse Families of Two

N= 37,551 Family Injury . 16 47 67 130 181 272 919 342 1,014
lower bound 0 -41 -13 -25 -2 -303 -253 -155 -1,778 419

upper bound 46 73 106 159 262 666 798 1,993 2,461 1,608
D. Employees 40 and under in Employee-Spouse Families of Two

N= 6,951 Family Injury . 35 39 59 54 88 107 449 511 502
lower bound . 0 -2 0 2 -27 -25 -42 -280 8
upper bound . 70 81 118 105 203 238 940 1,302 997

E. Employees over 40 in Employee-Spouse Families of Two

N= 30,600 Family Injury 0 16 38 61 50 84 739 729 237 935
lower bound 0 -30 -16 -23 -256 -542 33 -574 -1,907 385
upper bound 0 62 93 145 356 709 1,445 2,031 2,382 1,484

Families of Three
F. Employees in All Families of Three

N= 25,482 Family Injury -29 30 41 79 78 103 122 173 314 524
lower bound -58 0 12 23 28 36 4 -78 -340 171
upper bound 0 61 70 135 128 170 240 424 969 878

Families of Four or More
G. Employees in Families of Four or More

N= 29,161 Family Injury . 23 20 39 54 94 172 379 813 727
lower bound . 0 2 14 21 35 70 91 -148 422
upper bound . 47 38 63 88 154 274 667 1,775 1,032

H. Employees in Families of Four or More - Excluding Employees with Spouse Injuries

N= 28,547 Family Injury . 10 18 38 56 102 189 468 1,269 839
lower bound . 0 0 11 17 52 83 214 633 483
upper bound . 20 35 64 95 152 296 722 1,905 1,195

I. Employees in Families of Four or More - Excluding Employees with Child Injuries

N= 26,690 Family Injury . 59 25 33 52 101 144 430 582 476
lower bound 0 -7 -18 -13 -9 -29 82 -486 33
upper bound 118 56 83 117 211 317 779 1,650 920

J. Employees 40 and under in Families of Four or More

N= 18,972 Family Injury . 26 18 92 51 85 138 290 602 488
lower bound 0 -4 5 12 19 48 80 35 261
upper bound 53 40 180 89 152 228 500 1,168 715

K. Employees over 40 in Families of Four or More

N= 10,189 Family Injury . 24 22 41 83 158 336 708 1,737 1,197
lower bound 0 -8 8 24 61 158 221 478 536
upper bound 48 51 74 143 256 515 1,194 2,995 1,859

amily of Two controls: male dummy, plan (safuraied), census region (safuraied), salary dummy (vs. hourly), count
family born 1944 to 1953, count family born 1954 to 1963, count family born 1964 to 1973, count family born 1974 to
1983, count family born 1984 to 1993.
Family of Four controls: family of two controls, spouse on policy dummy, YOB of oldest dependent, YOB of youngest
dependent, family size (saturated with 8-11 as one group), count family born 1994 to 1998, count family born 1999,
count family born 2000, count family born 2001, count family born 2002, count family born 2003, count family born
2004.
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Online Appendix 15 Mechanisms: Timing of Injury Re-
sponse

A key feature of my identification strategy is that the response to injuries should occur after
they happen but not before. Accordingly, I restrict my instrument to categories of injuries
for which employees that have them in their families do not spend more on their own medical
care before the injuries occur. I first describe the process of selecting the injury categories
and show that spending does not respond during the portion of the year before the injuries
occur. Next, using longitudinal data, I show that spending also does not appear to respond
in the textityear before the injuries occur.

My approach is motivated by that of |Card et al| (2009), who select a subset of diag-
noses that appear to have similar rates of appearance in emergency rooms on weekdays and
weekends. Using only this subset of diagnosis categories, they measure whether the start of
Medicare eligibility at age 65 results in lower mortality. In my approach, I select a set of
injury categories for which employees in families with injuries do not appear to spend more
than employees in similar families without injuries in the part of the year before the injury
has occurred.

To select the categories of injuries listed in column 2 of Table I use data on spending
patterns within the year. I create a dataset such that each employee with a family injury in
a given category has a single observation for spending before the month of the family injury.
For example, if the injury is in March, the observation reports cumulative spending through
February. To control for seasonality in medical spending, I organize the data so that each
employee without any family injury can serve as a control for any employee with a family
injury, regardless of injury month. Therefore, each employee without any family injuries has
an observation for cumulative spending before each month. For example, a given employee
without any family injuries has one observation for January spending, another observation for
January through February spending, another observation for January through March spend-
ing, etc. For each injury category, I then run a regression in which I predict spending with a
dummy variable for the eventual injury, clustering by employee since employees without any
family injuries have multiple observations. I repeat the regression for all categories of family
injuries shown in Table [OA3] The sample size varies slightly across specifications because I
eliminate the employees that themselves will have the injury as I do in the baseline elasticity
estimates, but mean spending is always approximately $700 before the injury.

I report the coefficient on the dummy variable for the eventual injury by category in column
6 of Table and I report the associated upper and lower bounds of the 95% confidence
intervals in columns 7-8. The injuries included in the instrument are those for which the value
of the coefficient is less than 100, indicating that employees with upcoming family injuries
in the given category spend no more than $100 more than employees with no upcoming
family injuries in that category in the period before the injury. Note that spending appears
to be lower, sometimes much lower, in families with upcoming injuries in some categories.
However, as the primary concern with my identification strategy is that employees in families
with injuries could be higher spenders than employees in families without injuries, leading to
elasticity estimates that are too large, I include all categories with negative coefficients in the
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instrument [*Y]

Having selected the injury categories for the instrument, I test that once I have included
all of these categories, the result still holds that spending does not respond to an injury before
it occurs. Further, I also examine spending during the part of the year after the injury occurs
to examine the mechanism behind my main results. Spending after the injury occurs should
be higher for families with injuries.

To implement the test, I create a new dataset. For each employee with a family injury,
there is one observation for the period before the first injury and one observation for the
period after the injury, excluding the injury month itself. For example, an employee with a
family injury in March has an observation for spending from January through February and
another observation for spending from April through December. Each employee without a
family injury has an observation for the part of the year before as well as after each month.
For example, an employee without a family injury has one observation for January spending
and one observation for March through December spending; that same employee also has one
observation for January through February spending and one observation for April through
December spending, etc.

I run a regression in which I compare families with injuries to families without injuries,
after the injury relative to before the injury, controlling for all of the covariates in the main
specification, as well as a full set of injury month fixed effects. I report the results using
the new selected injuries as a single category in the top panel of Table In column 1,
the coefficient on “Family Injury,” defined as in the main CQIV specifications, shows that
individuals with family injuries spend about 23 cents more in the period before the injury
relative to people without injuries. We can be 95% confident that they spend between 80
dollars less and 80 dollars more than similar families without injuries in the period before
the injury, relative to an average of approximately 700 dollars. The coefficient on “After,” a
dummy variable for the period after the injury, indicates that there are statistically significant
seasonal patterns in medical spending. The coefficient on “Family Injury x After” indicates
that after controlling for seasonality by comparing employees with family injuries to employees
without family injuries, employees with family injuries spend approximately 400 dollars more
after the injury occurs. Taken together, these results suggest that people with family injuries
as defined by my instrument do not spend more before the injuries occur, but they do respond
to incentives by spending more after the injury occurs.

The next two columns show that a similar pattern holds for dependent variables that
indicate any expenditure or any outpatient visit. Although people with injuries in their
families do not tend to have statistically more inpatient visits before the injury occurs, they
also do not tend to have statistically more inpatient visits after the injury occurs, as shown in
the fourth column. This finding is consistent with the evidence in [Online Appendix 16| that
shows that employees generally respond to injuries on the outpatient visit margin. Overall,
the results of this test lend support to the main identification assumption.

I perform another exercise using the longitudinal data, which also lends some support to
the main identification assumption. To perform the test, I create a dataset that includes

19T do not select the new categories of injuries based on the confidence intervals because the size of the
confidence intervals has a strong relationship to the total count of injured individuals; if I used the confidence
intervals in my selection criteria, I would be much more likely to reject the null hypothesis of no difference for
the categories with higher counts, retaining only those categories that offer little power.
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Table OA16: Within-Year Test

Expenditure Outpatient  Inpatient

Dependent Variable: Expenditure >0 Visit >0 Visit >0
Family Injury x After 363.08 0.048 0.047 0.007
lower bound 166.62 0.025 0.024 -0.001
upper bound 559.54 0.071 0.071 0.015
Family Injury 0.23 0.011 0.009 0.000
lower bound -79.33 -0.007 -0.008 -0.005
upper bound 79.78 0.028 0.026 0.006
After 37.27 0.028 0.008 -0.001
lower bound 11.62 0.024 0.004 -0.002
upper bound 62.92 0.033 0.012 0.000

all employees whose full families are enrolled in 2003 and 2004, and I drop individuals with
family injuries in 2003 and with injuries themselves in either year, resulting in a dataset with
17,092 observations (requiring longitudinal data severely limits the sample, just as requiring
continuous enrollment limits the main sample). I run a regression to predict whether having
a family injury in 2004 predicts spending in the previous year of 2003. For this test, I regress
spending in 2003 on a dummy variable for having a family injury in 2004, controlling for all
of the 2003 and 2004 values of the covariates. The coefficient on “New Family Injury, 2004
Only,” a dummy variable that indicates having a family injury in 2004 but not 2003, suggests
that individuals who will have a family injury in 2004 spend around $109 less in 2003 than
similar individuals who will not have a family injury in 2004, with a 95% confidence interval of
-$505 to $286. This result is not statistically significant, likely because restricting the sample
to employees for whom longitudinal data are available severely restricts the sample size from
29,886 employees in the main 2003 estimation sample to 17,092. However, the coefficient is
small relative to mean 2003 spending in the sample of approximately $1,000. Overall, the
results of this test are consistent with the main identification assumption.

Online Appendix 16 Mechanisms: Visits and Outpatient
Spending

By estimating models that specify the dependent variable in terms of visits instead of expen-
diture, we can examine one potential mechanism through which agents respond to prices: by
deciding whether to go to the doctor. Table reports results that specify the dependent
variable in Equation [2al as the logarithm or number of total visits, outpatient visits, and in-
patient visits. The first row in each specification shows the coefficients. The CQIV corner
coefficients across all quantiles suggest that as the marginal price goes from one to zero, pa-
tients reduce total visits by up to 2.83 percent, or up to 18.78 visits. If we transform these
coefficients into elasticities, we can compare the price elasticity of visits to the price elasticity
of expenditure from previous specifications. Holding covariates constant, the median elastic-
ity in specification A1 suggests that if we have two groups of individuals and one group faces
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prices that are 1% higher, the median number of visits in that group will be 1.02% lower.
Tobit IV arc elasticities have a similar order of magnitude, as do arc elasticities calculated
from a Poisson regression.@ As compared to the expenditure elasticity, the visit elasticity is
of roughly the same order of magnitude but slightly smaller. Also, the visit elasticity is larger
at higher conditional quantiles, just as the expenditure elasticity in the levels specification is
larger at higher conditional quantiles. The comparison between the visit elasticity and the
expenditure elasticity suggests that a large part of the expenditure elasticity occurs on the
visit margin, and a smaller part occurs on the intensive margin of spending within a given
visit.

Specifications B and C in Table show that most of the visit elasticity comes from
outpatient visits, and there is a very small elasticity of inpatient visits. The inpatient visit
results are much less reliable because few bootstrap replications converge at all quantiles except
the 0.9 quantile. Unreported elasticity estimates from a CQIV specification with outpatient
expenditure as the dependent variable are very similar to the elasticity estimates in the main
specification.

Quantile estimators are less sensitive to extreme values than mean estimators. However,
to demonstrate that individuals with the highest expenditures are not driving the results, I
estimate the main specification at the very highest conditional quantiles. Even at very highest
conditional quantiles, where we expect more inpatient expenditures conditional on observed
characteristics, the unreported estimated elasticities remain fairly stable.

Online Appendix 17 Comparison to Rand

My estimates are an order of magnitude larger than those commonly cited from the Rand
experiment. There could be a multitude of reasons for this discrepancy, including a possible
change in the underlying expenditure elasticity over the decades between the Rand study
and my study or a difference in behavior between people in experimental plans and people in
actual plans. Here, I examine differences in methodology between my estimates and the Rand
estimates.

To induce subjects to participate in the Rand experiment, researchers had to guarantee that
participants would be subject to very low out-of-pocket costs, so all plans in the experiment
had a yearly stoploss of $1,000 or less in 1974-1982 dollars. Furthermore, each year, all families
were given lump sum payments that equaled or exceeded their out-of-pocket payments. The
experimenters randomized families into plans with initial marginal prices of 0%, 25%, 50%,
and 95%, but after family spending reached the stoploss, marginal price was zero for the
rest of the year, regardless of plan. In practice, the stoploss was binding for a large fraction
(roughly 20%) of participants. Approximately 35% of individuals in the least generous plan
exceeded the stoploss, as did approximately 70% of individuals who had any inpatient care.
To put these rates in a broader context, less than 4% of individuals met the stoploss in my
non-experimental data.

Rand researchers recognized that the stoploss affected their ability to calculate the price

20Poisson regression, also known as quasi-MLE Poisson regression if the researcher only believes that he has
specified the conditional mean correctly, is a popular regression for count data models. The raw coefficients
are not simple to interpret, but the arc elasticities should be directly comparable to the other arc elasticities.
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Table OA17: Visits

Censored Quantile IV
2004 Employee Sample 10 20 30 40 50 60 70 80 90 Tobit IV Poisson
Al. Dependent Variable: Ln(All Visits)
N= 29,161 Year-end price -0.01 -051 -111 -126 -2.03 -225 -252 -2.74 -2.83 -1.94
lower bound  -1.24 -127 -160 -1.72 -3.23 -299 -2.60 -3.55 -3.50 -2.29
upper bound 122 024 -061 -0.80 -0.82 -1.52 -2.43 -1.93 -2.16 -1.59
Elasticity -0.10 -0.20 -058 -0.76 -1.02 -1.03 -1.15 -1.15 -1.19 -1.01
lower bound -0.69 -0.54 -0.83 -1.07 -1.29 -1.25 -1.17 -1.33 -1.33 -1.18
upper bound 049 014 -033 -044 -075 -081 -1.12 -0.97 -1.05 -0.85
B1. Dependent Variable: Ln(Outpatient Visits)
= 29,161 Year-end price -0.21 -046 -0.90 -111 -2.05 -2.24 -2.46 -2.68 -2.71 -1.94
lower bound -1.48 -1.15 -143 -161 -3.19 -2.86 -2.48 -3.47 -3.39 -2.28
upper bound 105 024 -038 -061 -090 -1.63 -2.43 -1.90 -2.02 -1.59
Elasticity -0.11 -0.15 -053 -0.69 -1.05 -1.04 -1.13 -1.14 -1.16 -1.01
lower bound -0.71 -045 -0.83 -1.05 -1.29 -122 -1.14 -1.32 -1.31 -1.17
upper bound 048 014 -022 -033 -081 -086 -1.12 -0.96 -1.00 -0.85
C1. Dependent Variable: Ln(Inpatient Visits)

N= 29,161 Year-end price 0.00 . . 0.00 0.00 0.00 0.00 -0.20 -1.34 -0.14
lower bound 0.00 . . 0.00 0.00 0.00 0.00 -0.39 -2.31 -0.25

upper bound 0.00 . . 0.00 0.00 0.00 0.00 0.00 -0.37 -0.04

Elasticity 0.00 . . 0.00 0.00 0.00 0.00 -0.03 -0.10 0.00

lower bound 0.00 . . 0.00 0.00 0.00 0.00 -0.05 -0.18 0.00

upper bound 0.00 . . 0.00 0.00 0.00 0.00 0.00 -0.03 0.00

A2. Dependent Variable: All Visits
N= 29,161 Year-end price 0.05 -350 -6.63 -923 -7.20 -385 -834 -11.31 -18.78 -4.99 -1.23
lower bound -1.40 -5.39 -8.34 -11.39 -1430 -6.65 -8.75 -13.35 -22.27 -6.39 -1.33
upper bound 151 -161 -492 -707 -0.11 -1.06 -7.93 -9.27 -15.29 -3.58 -1.13
Elasticity -056 -065 -0.75 -102 -0.79 -1.00 -1.16 -1.15 -1.19 -1.49 -1.11
lower bound -1.50 -0.68 -0.88 -1.39 -149 -1.36 -1.20 -1.31 -1.32 -1.50 -1.26
upper bound 0.37 -062 -063 -0.64 -0.08 -0.64 -1.12 -0.99 -1.06 -1.49 -0.95
B2. Dependent Variable: Outpatient Visits
= 29,161 Year-end price -035 -290 -568 -836 -6.30 -7.04 -8.09 -11.55 -18.59 -4.90 -1.22
lower bound -2.11 -4.66 -7.44 -10.53 -12.75 -12.28 -8.75 -13.35 -22.46 -6.28 -1.32
upper bound 140 -114 -391 -6.19 0.15 -1.80 -7.43 -9.74  -14.72 -3.52 -1.12
Elasticity -056 -064 -085 -104 -0.70 -1.12 -1.15 -1.18 -1.19 -1.49 -1.10
lower bound  -1.50 -0.74 -1.07 -1.44 -149 -150 -1.20 -1.31 -1.32 -1.50 -1.26
upper bound 0.38 -055 -063 -0.64 008 -0.74 -1.10 -1.05 -1.06 -1.49 -0.94
C2. Dependent Variable: Inpatient Visits

= 29,161 Year-end price . 0.00 . 0.00 0.00 0.00 0.00 -0.19 -0.49 -0.14 -0.07
lower bound . 0.00 . 0.00 0.00 0.00 0.00 -0.38 -0.60 -0.24 -0.12

upper bound . 0.00 . 0.00 0.00 0.00 0.00 0.00 -0.37 -0.04 -0.03

Elasticity . 0.00 . 0.00 -0.26 -0.50 0.00 -0.75 -0.77 -0.01 -1.50

lower bound . 0.00 . 0.00 -0.52 -0.50 0.00 -1.50 -1.50 -0.01 -1.50

upper bound . 0.00 . 0.00 0.00 -0.50 0.00 0.00 -0.03 0.00 -1.49

elasticity of expenditure on medical care based on the experimentally randomized prices:

“In order to compare our results with those in the literature, however, we
must extrapolate to another part of the response surface, namely, the response to
coinsurance variation when there is no maximum dollar expenditure. Although
any such extrapolation is hazardous (and of little practical relevance given the
considerable departure from optimality of such an insurance policy), we have un-
dertaken such an extrapolation rather than forego entirely any comparison with
the literature.” (Manning et all 1987, p. 267)

Manning et al. (1987) cited three sources of estimates of the price elasticity of expenditure
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on medical care in the Rand data, the most prominent of which was based on a simulation
by [Keeler and Rolph! (1988)) and not on the Manning et al. (1987) four-part model. |Keeler
and Rolph| (1988)) recognized that a comparison of year-end expenditures based on the ex-
perimentally induced coinsurance rates across plans could be misleading because behavior
was influenced by stoplosses. They therefore used the experimental data to simulate year-
end-expenditures in hypothetical plans without stoplosses, and they based their elasticity
estimates on this simulated behavior. To conduct the simulation, they assumed myopic re-
sponses to marginal price and examined the frequency of visits for all participants in the period
for which their families still had over $400 remaining before meeting the stoploss. Notably,
they included people in families that far exceeded the stoploss in the simulation. Based on
calibrated parametric assumptions on the frequency of visits by type and the cost per visit
by type, they forecasted year-end expenditures, and they compared forecasted expenditures
across coinsurance plans relative to the free plan to attain their elasticity estimates using the
following midpoint arc elasticity formula:

(Yo =Y)/(Ya+ 1)
(a—0b)/(a+b) ~’
where p denotes the coinsurance rate and Y denotes simulated expenditures. The often-cited
Rand elasticity estimate of -0.22 comes from a comparison of predicted expenditures across
plans with 95% and 25% coinsurance rates with a =25, b =95 Y, = 71 and Y, = 55. Similar
calculations based on the predictions from the four-part model and the experimental means
yield estimates of -0.14 and -0.17, respectively. The 95% to 25% price change that forms
the basis for this arc elasticity should be roughly comparable to the price change on which I
base my arc elasticities - from 100% before the deductible to the 20% coinsurance rate. One
key methodological difference, however, is that I use within-plan price variation instead of
across-plan price variation.

A key difference between the Rand methodology and my methodology comes from the
underlying treatment of myopia vs. foresight. While I assume forward looking behavior, the
Keeler and Rolph| (1988) methodology assumes complete myopia. Recent research by |Aron-
Dine et al. (2012) examines myopic vs. forward-looking responses to price and rejects the
null of myopic behavior. If consumers are forward-looking, it is problematic to assume that
the initial statutory marginal price ever governs behavior of participants who expect to meet
the stoploss, even in the period before the stoploss is met. Including these participants in the
elasticity calculation should bias estimates of price responsiveness downward because variation
across plans will be less pronounced among participants who expect to meet the stoploss and
thus do not respond at all to the statutory marginal price. Furthermore, participants with
the highest coinsurance rates are more likely than participants with the lowest coinsurance
rates to meet the stoploss, and thus they are more likely to behave as if medical care is free,
which further attenuates elasticity estimates toward zero. The relative treatment of myopia
and foresight is one potential explanation for the difference between my estimates and the
Rand estimates.
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