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Scientists as choosers
demand: preferences and adjustment costs

• Stern. "Do scientists pay to be scientists?"  

Management Science 50, no. 6 (2004): 835-853. 

• Myers. "The elasticity of science.” 

American Economic Journal: Applied Economics 12, no. 4 (2020): 103-134. 

• Acemoglu. "Diversity and technological progress.” 

The Rate and Direction of Inventive Activity Revisited (2011). U. Chicago Press, 319-356. 



Scientists as producers
supply: the basic—applied spectrum 

• Azoulay, Li, Graff Zivin, & Sampat. “Public R&D Investment and Private Sector Patenting: Evidence 
from NIH Funding Rules.” 

The Review of Economic Studies 86, no. 1 (2019): 117-152.  

• Myers & Lanahan. “Estimating Spillovers from Publicly-Funded R&D: Evidence from the US 
Department of Energy.” 

American Economic Review 112, no. 7 (2022): 2393-2423.  

• Bloom, Schankerman, & Van Reenen. “Identifying Technology Spillovers and Product Market Rivalry.” 

Econometrica 81, no. 4 (2013): 1347-1393.



Aside:  
Estimating (Innovation)  
Production Functions 



Exponential Production Functions
a simple starting point

Structural prod. func.:   

Objective func.: output maximization subject to budget 

Optimal investment policy: ,…  

A good research design requires understanding !

log(Yit) = a + β log(Xit) + ωit + ϵit

X*it = i(ω )

i( . . . )



Stocks and Flows
log(Yit) = a + β1 log(Xit) + β2 log(Xi(t−1)) + ωit + ϵit

• Zvi Griliches: “knowledge stock” =   

• Depreciates at a rate  : some R&D outputs are persistent knowledge 

• Depreciates at a rate  : some R&D inputs are variable costs 

• "Issues in assessing the contribution of research and development to productivity 
growth." The Bell Journal of Economics (1979) 

• Bronwyn Hall: nitty-gritty (but important!) empirics of R&D stocks 

• “Measuring the Returns to R&D: The Depreciation Problem.” NBER Working Paper (2007)

(1 − δ)0Xit + (1 − δ)1Xi(t−1) + (1 − δ)2Xi(t−2) + . . .

δ < 1
δ ≥ 0



Production Functions and Fixed Effects
log(Yit) = ai + β1 log(Xit) + ωit + ϵit

• Griliches & Mairesse: “Production Functions: The Search for Identification.” (1995) 

“Researchers, in trying to evade the simultaneity problem…” 
[ by using panel data, including producer-fixed effects, and 

assuming that   and  are independent conditional on  ] 

“…have shifted to the use of thinner and thinner slices of data…” 

 [ identifying  only via variation from  ]  

exacerbating other problems and misspecifications.”

Xit ωit ai

β log(Xit) − αi



Empirical Industrial Organization:
Models, Methods, and Applications

Victor Aguirregabiria

(Toronto, June 2021)



Public R&D Investment and 
Private Sector Patenting: 

Evidence from NIH Funding Rules
Azoulay, Li, Graff Zivin, & Sampat 

The Review of Economic Studies 86, no. 1 (2019): 117-152



Is Science (eventually) Valuable?
the long road of Gleevec 



Unit of analysis: D(isease)-S(cience)-T(ime)

• No scientist does research “on cancer” 

• Work involves a science area and a disease application (e.g., cell signaling in cancer) 

• Here, research area = disease-science area for a given year 

• Work that uses similar tools / biological-pathways (science) to make progress towards 
treatments for the same illness, injury, or disorder (disease) in the same year (time) 

• Advantages 

• Allows a policy-relevant question: what happens if we provide more funding for a 
disease-science area? (e.g. genetic basis of Alzheimer's) 

• D-S-T are not explicit units of funding for NIH administration (which will help with 
identification)



Defining each D-S-T



Defining each D-S-T

• Defining “diseases”: 

• NIH consists of 27 disease(ish)-focused Institutes/Centers 

• A grant application must report its disease area to be funded 

• Defining “science”: 

• Grant review happens in 180 science(ish)-focused “study sections” 

• A grant application must specify its science area to be evaluated 

• Defining “time”:  

• Fiscal years



Empirics
Patents??? = a + βFundingdst + ϵdst

• Where to look for outcomes? (because patents aren’t explicitly assigned to DSTs) 

• It is hard to know a priori what scientific results are relevant for a patent 

• Link grants to patents via: 

• Paper trail: acknowledgements — NIH funding directly used 

• Paper trail: citations — patent cites a paper that NIH funded 

• ``Nearby’’ in disease-science space (i.e., using similar language)



Finding Patents
connected to NIH investments

• Direct acknowledgment: # patents by NIH-funded researchers 

• Grant → Patent 

• Answers: Does the NIH directly fund patentable research? 

• Citation-linked: # patents citing NIH-funded research 

• Grant → Publication → Patent 

• Answers: Does the NIH fund research that is directly useful to inventors? 

• ``Near-by’’: # patents intellectually related to an NIH funding area 

• Grant → Publication → Related Publication → Patent 

• Answers: Does the NIH fund research that is indirectly useful to inventors?



Identification
Patentsd(δ)s(σ)t(τ) = a + βFundingdst + ϵdst

• Concern:  may be correlated with  

• Approach 1: Fixed effects 

• Assumption:  

• Scientists and the NIH (may) know everything, except for  

• Approach 2: Instrumental variable — “windfall” funding due to funding rules 

• DST funding is made up of funding for individual grants. 

• Grant applications are given cardinal scores, but funded on the basis of ordinal scores. 

• Instrument  with funding for the subset of grants funded for this reason

Fundingdst ϵdst

ϵdst = (FEd × FEs) + (FEd × FEt) + (FEs × FEt) + μdst

μdst

Fundingdst



“Windfall” Funding



Main Results: NIH $ →

• 30% of NIH grants produce research that is cited by a private sector patent 

• $10 million of NIH funding → 2.3 more industry patents  

• NIH funding increases overall firm R&D investment 

• Increased firm patenting in one area is not offset by declines in another; rather, 
both appear to increase  

• $1 dollar in NIH funding → $0.4 to $1.7 in PDV of drug revenue 

• Disease spillovers are large 

• Half of all patents generated by additional NIH investments are for diseases 
different from the one intended



Estimating Spillovers from 
Publicly-Funded R&D: Evidence 

from the US Department of Energy
Myers & Lanahan 

American Economic Review 112, no. 7 (2022): 2393-2423



Motivation: R&D spillovers
(ex-post rationalization of being a 1st-year AP)

• In theory, positive externalities from science  gov’t invests in science 

• But little (micro) evidence on how big and “where” those externalities might be 

• Azoulay, Li, Graff Zivin, & Sampat. “Public R&D Investment and Private Sector 
Patenting.” The Review of Economic Studies (2019). [basic, biomed.] 

• Bloom, Schankerman, & Van Reenen. “Identifying Technology Spillovers and 
Product Market Rivalry.” (2013). [corporate R&D tax credits] 

What actually happened …

⇒



Small business R&D + Energy sector
key recent work



SBIR at the DOE
(and lots of other public science programs)

• Small business: for-profit company with  500 employees 

• SBIR award: ~$150K (Phase I) & ~$1.5M (Phase II) grants for R&D

≤



SBIR at the DOE: Targeted investment
(and lots of other public science programs)



Subsurface Insights, Inc.

• Initial location: New Hampshire 

• Later: projects across U.S. & 
Europe 

• Initial SBIR topic: monitor 
contamination zones 

• Later: supplying aquifer thermal 
energy storage companies

A case study



SBIR at the DOE: Targeted investment
(and lots of other public science programs)



Empirical model
patent production function

For each area of technology-space  in year  : 

 

•  — flow of patents in that space-year 

•  — stock of prior DOE SBIR $ in that space up until and including that year 

•  — aggregate trends 

•  — unobservable supply and/or demand shocks in that space year

j t

E[ yjt | Kjt ; τt , ωjt ] = exp ( log(Kjt) + τt + ωjt )

yjt

Kjt

τt

ωjt



Empirical model
patent production function



Empirical model
patent production function



Mapping investments (SBIR $) to technology-space (CPC codes)
text-similarity



Mapping investments (SBIR $) to technology-space (CPC codes)
face validity of text-similarity mapping



Mapping investments (SBIR $) to technology-space (CPC codes)
face validity of text-similarity mapping



Empirical model
determining boundaries of spillovers

• Iterate: 

1. Assume spillovers stop after ____ distance 

2. Estimate model 

3. Recover goodness-of-fit 

4. Repeat (1-3), and pray for “convergence”



Empirical model
patent production function



Empirical model
exogenous investments in space-years

• State-specific match programs: if located in state with match, recipient firm 
receives a “bonus” valued at 25-100% of the federal SBIR award 

• Key assumption: firms (and the tech. they’re pursuing) in match policy states are 
not more/less productive than avg.



Empirical model
identifying technological and geographic spillovers

 

• Technological spillovers:  

• Count only output from the set of producers who are distance  from SBIR grant recipients 

• Within a single regression, see how space-time level output depends on how similar (per ) the investments 
where in space-time — compare  parameters in the same regression:  vs.  

• Geographic spillovers: 

• Focus on investment-output relationship of some fixed amount of similarity (per ) 

• Across regressions, see how output depends on which producers’ output is included  — compare  
parameters in the same regression:  vs. 

E[ yd
jt | Wjtb ] = exp (∑

b∈B
Wjtbθd

b + τd
t )

d

b
θb θd=nearby firms

b=more sim tech θd=nearby firms
b=less sim tech

b

θb
θd=nearby firms

b=more sim tech θd=distant firms
b=more sim tech



Results: Evidence of endogenous funding
binscatters of investment stocks and patent flows



Results
spillovers are large: productivity depend on what “counts”



Additional result: “Value”
a slightly closer look at externality (but still var from externality)



Additional result: Identifying spillovers
paper trails are very misleading



But!
some (very difficult) unanswered questions

• “Externalities” versus “Spillovers” 

• How much value do scientists appropriate? 

• How does this vary ex-ante (at time of investment) vs. ex-post (after discovery)? 

• Dynamics 

• What is the time between investment and payoff and what determines this? 

• Heterogeneity 

• What are the specific, economic fundamentals of technologies that lead to 
larger/smaller externalities and/or spillovers?



Scientists as choosers
preferences and adjustment costs

• Stern. "Do scientists pay to be scientists?"  

Management Science 50, no. 6 (2004): 835-853. 

• Myers. "The elasticity of science.” 

American Economic Journal: Applied Economics 12, no. 4 (2020): 103-134. 

• Acemoglu. "Diversity and technological progress.” 

The Rate and Direction of Inventive Activity Revisited (2011). U. Chicago Press, 319-356. 



Aside:  
Estimating Demand in Science



We are often focused on scientists’ (demand) choices

• And these choices can often be formulated as a discrete choice problem 

• What science to study? 

• What collaborator to work with? 

• What journal to submit to? 

• What results to report? [note: continuous things here too; e.g., p-hacking) 

• Estimate or motivate (or both) 

• e.g., Krieger, Myers, & Stern. “How Important is Editorial Gatekeeping? Evidence 
from Top Biomedical Journals” Review of Economics and Statistics (forthcoming).



Often, scientists’ “demand” = “entry”

• Standard IO market entry model 

• Decision-maker: scientists 

• Competition: other scientists 

• Market: geographic location; science space 

• Market features: consumer demand; fixed & variable costs of entry 

• See: 

• Seim. "An empirical model of firm entry with endogenous product-type choices." The RAND 
Journal of Economics (2006).  

• Bajari, Hong, Krainer, & Nekipelov. “Estimating static models of strategic interactions. 
Journal of Business & Economic Statistics (2010). 



Do Scientists Pay 
to be Scientists?

Scott Stern 
Management Science 50, no. 6 (2004): 835-853.



Compensating differentials

• Earnings inequality 

 labor market policies⇒

why are they important? 

Sorkin, Isaac. "Ranking firms using 
revealed preference." (2018).



Compensating differentials

• Earnings inequality 

 labor market policies 

• Contract design 

 incentives for innovation

⇒

⇒

why are they important? 



Stern (2004): The model
scientists’ utility and firm profits from a job 

Scientist utility:  

Firm profits:  

• Scientist’s taste for science:  
• Firm’s revenues from science:  
• Scientist’s ability:  

• Job’s scientific orientation:  , 1=yes, 0=no 

• Wage:  

• Firm’s cost of science: 

Uij = α γi 1{scienceij} + wij

πij = β γi 1{scienceij} − wij − δ 1{scienceij}

α
β

γi
scienceij

wij

δ



Stern (2004): The model
equilibrium wages

 

• Scientist’s taste for science:  
• Firm’s revenues from science:  
• Scientist’s ability:  

• Job’s scientific orientation:  , 1=yes, 0=no 

• Wage:  

• Rent-splitting parameter (share going to scientists): 

w*ij = γi + γi (ϕ β − α) 1{scienceij}

α
β

γi
scienceij

wij

ϕ ∈ (0,1)



Stern (2004): The model
firm’s decision to do science 

 

• Firms offer more science when, ceteris paribus: 
• scientists are higher quality  
• when cost of science ( ) is low  
• when share of quasi-rents captured by scientists ( ) is low  
• when revenue from science ( ) is high 
• when taste for science ( ) is low 

1{scienceij} = 1 iff γi > δ
(1 − ϕ)(β − α)

δ
ϕ

β
α



The model and regression
equilibrium wages

  

Regression:  

Problem:  may be corr. with  which is corr. with  

  may be corr. with   

w*ij = γi + γi (ϕ β − α) 1{scienceij}

= γi (1 + (ϕ β − α) 1{scienceij})

w*ij = θ0 + θs1{scienceij} + ϵij

1{scienceij} γi w*ij
⇒ 1{scienceij} ϵij



The model and regression
equilibrium wages

  

Regression w/ FE:  

 

w*ij = γi + γi (ϕ β − α) 1{scienceij}

= γi (1 + (ϕ β − α) 1{scienceij})

w*ij = θi + θs1{scienceij} + ϵij

θs ∝ (ϕ β − α)



Key assumptions 
behind connection between empirical model

• Observed offers are equally “serious” [tried to get “final round” offers] 

• Multiple-offer scientists are representative of single-offer scientists [Table 6A] 

• Firms have equal view of scientists’ quality  [survey design] 

Recall:  

Key: Conditional on , variation in scientific orientation of offer is driven by…

γi

1{scienceij} = 1 iff γi > δ
(1 − ϕ)(β − α)

γi



Stern (2004): The results
scientists’ salary offer given job features



Stern (2004): The results
distribution of scientists’ fixed effects



The Elasticity 
of Science

Kyle Myers 
American Economic Journal: Applied Economics 12, no. 4 (2020): 103-134.



Motivation: The Elasticity of Science
(ex-post rationalization of PhD madness)

• An economy is (generally) more efficient when producers face low adjustment costs 

• Demand shifts  the fast supply catches up, the better 

• e.g., the clean energy transition 

• Acemoglu, Aghion, Bursztyn, & Hemous. "The environment and directed technical change." 
American Economic Review (2012). 

• Aghion, Dechezleprêtre, Hemous, & Van Reenen. "Carbon taxes, path dependency, and directed 
technical change: Evidence from the auto industry.” Journal of Political Economy (2016). 

What actually happened …

→



Requests For Applications (RFAs)
an example



Requests For Applications (RFAs)
an example



Requests For Applications (RFAs)
an example



RFAs don’t appear to target “hot” topics
regression results



Scientists like being “close” to “big” RFAs
raw data



Measuring Scientific Similarity
(and communicating it too)



Adjustment Costs could be Large!
but, are they policy-relevant?

• Two major channels at the NIH: 

• “Investigator-initiated” / “open”: propose (almost) whatever you want 

• RFAs: propose something within the scope of objectives 

• If adjustment costs are first-order and there aren’t a ton of scientists close to each 
RFA, then in equilibrium: 

• Scientists will see the RFAs and compare the extra adjustment costs relative to 
the extra expected payoff 

• But, they will never fully dissipate all (expected) rents in the RFAs 

• And, the size of those rents will equal the adjustment costs



Expected Costs and Benefits
RFAs versus Open channels

RFA applications 
are less similar

RFA applications are 
more likely to win 

RFA awards are 
larger 



A Simple Entry Model to Estimate Adjustment Costs
handling competitive expectations

• Concern: If scientists like RFAs that are bigger ($) … 

• … scientists will know that RFAs with larger “purses” will attract many others … 

• … which increases competitive expectations … 

• … which could mute the effect of purse size on Pr(apply)  

• Concern: If scientists like RFAs that are (scientifically) similar… 

• … scientists will know that RFAs in dense areas will attract many others … 

• … which increases competitive expectations … 

• … which could mute the effect of scientific similarity on Pr(apply)



A Simple Entry Model
handling competitive expectations (Bajari et al. 2010)

• Estimate scientists’ expectations of how many others will enter: 

•  

•  

•
 

• Estimate scientists’ own probability of entering, given these expectations: 

•

Pr(Entryij) = a + βSimilarityij + γPursej + ϵij

E[Pr(Entryij)] = ̂a + ̂βSimilarityij + ̂γ Pursej

ñij = ∑
i′ ≠i

( ̂a + ̂βSimilarityi′ j + ̂γ Pursej)

Pr(Entryij) = α + σSimilarityij + ϕPursej + δñij + εij



Results: Entry Model

ignoring competition 
severely biases 

(downward) 
responsiveness to $



The Elasticity of Science
from entry model parameters to adjustment costs

• Estimate scientists’ own probability of entering, given these expectations: 

•  

•  

•  

• Elasticity of science: the percent change in scientific similarity that can be 
induced with a percent change in (expected) funding 

• EoS:    

Pr(Entryij) = α + σSimilarityij + ϕPursej + δñij + εij

σ ≡ ∂ Pr(Entry)/∂Similarity

ϕ ≡ ∂ Pr(Entry)/∂Purse

σ/S
ϕ/P



How much $ does it take?
elasticity of science  0.1≈

1 standard deviation 



Are re-directions persistent?
yes



Summary & Take-aways
Myers (2020). “The Elasticity of Science”

• The adjustment costs of modern (biomedical-like) science are very large 

• In both absolute terms, and relative to current grant sizes 

• Targeted funding mechanisms: 

• Give rents to scientists who apply 

• Cause significant changes in trajectory for winners 

• Cause as many (if not more) total publications compared to “open” channels 

•  there could be a pseudo-deadweight-loss of intervening in science with $ 

• [caveat: on the scale of how RFAs are used at the NIH in this period] 

• [caveat: don’t forget Sampat (2012) Hegde & Sampat (2015)]

⇒



Diversity and 
Technological Progress

Daron Acemoglu 
The Rate and Direction of Inventive Activity Revisited (2011)



Simple Model: Setup
Acemoglu (2011)

• Two periods ; no discounting 

• Two technologies  (sellable at ) and  (un-sellable at ) 

• Sellable (“active”): if scientist makes improvement, they’re rewarded  

• At , “quality” of both technologies = 1 

• A scientist as 1 unit of time, can devote some share  to studying tech.  

• Quality of tech. improves with prob. ;  is concave and well-behaved 

• Improvement moves quality from , where  

• Receive payoff of  if successful

t = {1,2}
j t = 1 j′ t = 1

t = 1
x

h(x) h()
1 to (1 + λ) λ > 0

(1 + λ)



Expected payoff
 : scientists share of effort devoted to tech.  (note:  ) 

 : prob. other scientist wins in either tech. 
 : prob. of switch from tech.  to 

xj j xj′ 
= 1 − xj

v
p j j′ 

 

                                        

π(xj) = h(xj)
⏟
prob.
win j

× (1 + λ)
payoff
in t = 1

+ h(xj)[(1 − v)(1 − p)]

prob. still winner
& no demand shift

× (1 + λ)
payoff
in t = 2

+h(1 − xj)[(1 − v)p]

prob. win j′ 

& no demand shift

× (1 + λ)
payoff
in t = 2



Comparative static
 is increasing in  (= prob. other scientist wins)x*j v

• Invest more in active tech. when “competition” is stronger  

• Examples of  in practice? 

• Actual competition from other scientists 

• Knowledge / skill / ability / etc. 

• Fixed costs

v



Social Planner’s Expected Payoff
(it doesn’t matter who wins)

 Π(xj) = h(xj)[(1 + (1 − v)(1 − p)(1 + λ))
private returns in j

+ v(1 − p)(1 + λ)2

social returns in j

]

h(1 − xj)[ [(1 − v)p(1 + λ))
private returns in j′ 

+ vp(1 + λ)2

social returns in j′ 

]



Private vs. Social Optimum
Key result:  xsocial*

j′ 

> xprivate*
j′ 

• Social planner wants more effort in the alternative tech. ( ) than scientist does 

• Comparative static 

• Invest more in active tech. when “competition” is weaker, i.e.,  

• Recall, the opposite is true for the scientists’ problem 

Wedge between private and social optimum grows with “competition”!

j′ 

∂xsocial*
j /∂v < 0

⇒



Counter-acting forces 
that push against distortionary profit-seeking

• Adjustment costs 

• Forecast (belief) differences 

• Technology-specific competencies or preferences 

• In other words, getting “stuck” in a certain field is great if your field happens to 
be valuable in the future! 

• Thesis I’d love to see: how close are observed adjustment costs of science to the 
socially optimal adjustment costs?



Kortum’s Comment
(in the same volume)

• In Acemoglu, early progress in non-active tech. quickly becomes superseded 

• Kortum: what about differing returns to scale? 

• How large are the dis-incentives from competition relative to the incentives from 
learning from more scientists? 

• Is separating these forces from the aggregate returns to scale policy-relevant?
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