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Motivation
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Figure 1: Exemplary event-study plot. The plot shows a hypothetical example of an event-study plot. See
Section 2 for details on the construction of event-study plots.

In economic settings, variation in the policy may be related to other determinants of the outcome.
For example, a person’s entry into a training program may reflect unobserved shocks to earnings, a
state’s decision to increase its minimum wage may be influenced by its economic performance, and
Walmart’s arrival in a city may signal trends in the local retail environment. Such factors make it
challenging to identify {βm}Mm=−G, and are captured in (1) via the confound Cit. If the confound
is unobserved, identification of {βm}Mm=−G typically requires substantive restrictions on Cit that
cannot be learned entirely from the data and must therefore be justified on economic grounds.

In this chapter, we have three main goals. The first, which we take up in Section 2, is to make
suggestions on the construction of event-study plots of the form in Figure 1. These suggestions
aim at improving the informativeness of these plots. They involve a mix of codifying what we
consider common best practices, as well as suggesting some practices that are not currently in use.
An accompanying Stata package, xtevent, makes it easier for readers to adopt our suggestions.

The second, which we take up in Section 3, is to consider possible approaches to identification of
{βm}Mm=−G. Each approach requires some restrictions on the confound Cit. In accordance with our
view that such restrictions should be motivated on economic grounds, our discussion emphasizes
and contrasts the economic content of different possible restrictions.

The third, which we take up in Section 4 and an accompanying Appendix, is to illustrate the
performance of different estimators under some specific data-generating processes. We choose data-
generating processes motivated by the economic settings of interest, and estimators corresponding
to the approaches to identification that we discuss in Section 3. Our simulations highlight that
there is not one “best” estimator—a given estimator may perform well or poorly depending on the
underlying economic environment. The simulation results reinforce the importance of matching
identifying assumptions (and the corresponding estimator) to the setting at hand.
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Source: Freyaldenhoven et al. (2021)

• Plotting an essential, not incidental, part of methodology
• Of 16 papers in the 2022 AER mentioning DID or event studies,

12 do some form of pre-event testing and 10 include some form of
plot of dynamic treatment effects and pre-event trends

https://www.nber.org/papers/w29170


Basics
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Two Groups, Many Periods
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Differences, Many Periods
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Normalized Differences, Many Periods
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Regression Trick

• Let zit be
• 1 if i is in treatment group and t is after treatment date
• 0 otherwise

• Estimate

yit = αi + γt +
∞∑

k=−∞
δk∆zi,t−k + εit

• Unit fixed effect αi

• Time fixed effect γt

• Normalize δ−1 = 0 so δk is in normalized differences

• Then plot
{(

k , δ̂k

)}∞

k=−∞



Normalized Differences, Many Periods
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What If?

• Different units treated at different dates
• e.g., staggered adoption of state law

• Policy zit ∈ {0,1} is not binary
• e.g., minimum wage

• Time series is not infinite
• e.g., all real situations



Regression Trick

• Estimate

yit = αi +γt +
A−1∑

k=−(B−1)

δk∆zi,t−k +δAzi,t−A+δB
(
1 − zi,t+B−1

)
+εit

• Normalize δ−1 = 0

• Then plot
{(

k , δ̂k

)}A

k=−B
• A = number of periods After to plot
• B = number of periods Before to plot

• NB: For algebra, see Freyaldenhoven et al. (2021) or
Schmidheiny and Siegloch (2023)

https://www.nber.org/papers/w29170
https://doi.org/10.1002/jae.2971


Event-study Plot
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Substantive Decisions

yit = αi + γt +
A−1∑

k=−(B−1)

δk∆zi,t−k + δAzi,t−A + δB
(
1 − zi,t+B−1

)
+ εit

• Treating dynamics as stable more than B periods before event, A
periods after

• Can’t allow for infinite dynamics due to finite data

• Estimating dynamics relative to a fixed normalization, e.g.,
δ−1 = 0

• Can’t identify causal effects without a base period



Warning

• This “trick” is one possible regression generalization of DID

• It has the virtue of being flexible

• Think of it as a starting point

• Other approaches may be more suited to your setting

• Will come back to this!



Making More Informative Plots



Point Estimates
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Confidence Intervals
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Confidence Bands
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• Sup-t bands a la Montiel Olea and Plagborg-Møller (2018)

https://doi.org/10.1002/jae.2656


Testing
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Pretrends p−value = 0.6 −− Leveling off p−value = 0.8



Confounding
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• Could confounding explain this pattern?



Confounding
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• A linear path in event-time, not statistically rejected.



Confounding
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• A linear path in event-time, statistically rejected.



Least Wiggly Confound
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• Defined in Freyaldenhoven et al. (2021)

https://www.nber.org/papers/w29170


Implementation



Software

• Stata: xtevent

• R: EventStudyR

https://github.com/JMSLab/xtevent
https://github.com/JMSLab/eventstudyr


Today

• Overview (Jesse)

• Basics of identification and estimation (Liyang)

• Basics of plotting (Jesse)
• Pitfalls and some solutions

• Confounds and pre-trend testing (Liyang)
• Heterogeneous effects (Jesse)

• Conclusions (Liyang)
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