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Overview
• Key references:

– Casey, Glennerster and Miguel. (2012). “Reshaping Institutions: 
Evidence on Aid Impacts Using a Pre-analysis Plan”, Quarterly 
Journal of Economics, 127(4), 1755-1812.

– Miguel et al. (2014). “Promoting Transparency in Social Science 
Research”, Science, 10.1126/science.1245317.

– Christensen and Miguel. (2018). “Transparency, Reproducibility, 
and the Credibility of Economics Research”, Journal of Economic 
Literature, 56(3), 920-980.

– Christensen et al. (2019). “Open Science Practices are on the Rise 
Across Four Social Science Disciplines”, working paper.

– *Christensen, Freese and Miguel. (2019). Transparent and 
Reproducible Social Science Research: How to Do Open Science, 
University of California Press.
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>> Free advance book copies for 
the first 10 people who email me 
today at emiguel@berkeley.edu.



Overview
• Major topics covered in the book:

– Ethical research
– Publication bias
– Specification searching
– Study registration and pre-analysis plans
– Meta-analysis and meta-regression
– Multiple testing adjustments
– Data sharing and differential privacy
– Disclosure and other reporting standards
– Replication
– Reproducible coding, workflow

>> Online lectures also available via FutureLearn (UK), and the Berkeley 
Initiative for Transparency in the Social Sciences (bitss.org).
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What is research transparency?
• Research transparency is advanced when scientific claims are 

independently verifiable, including through the promotion of free and 
open sharing of the process of conducting research, and the content 
and findings generated during research.

• Benefits for research quality and credibility: results that can be verified, 
and shown to be largely free of investigator bias, are more convincing.

>> Next step in the “credibility revolution” in Economics (Leamer 1983, 
Card and Krueger 1995, Angrist and Pischke 2010)

• A normative perspective: research transparency values resonate with 
the classical “scientific ethos” (Merton 1942).
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Scientific norms (Merton 1942)
• Four core values:
1. Universalism
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Scientific norms (Merton 1942)
• Four core values:
1. Universalism

• “The acceptance or rejection of claims … is not to depend on the 
personal or social attributes of their protagonist.”

>> Research findings are fundamentally “impersonal”.

• “Universalism finds further expression in the demand that careers be 
open to talents.”

>> Link between democracy, opportunity, and scientific progress?

9



Scientific norms (Merton 1942)
• Four core values:
1. Universalism
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Scientific norms (Merton 1942)
• Four core values:
1. Universalism
2. Communality

• “The substantive findings of science are a product of social 
collaboration and are assigned to the community.”

• “Secrecy is the antithesis of this norm; full and open communication its 
enactment.”

>> Open sharing of scientific knowledge
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Scientific norms (Merton 1942)
• Four core values:
1. Universalism
2. Communality
3. Disinterestedness

• “A passion for knowledge, idle curiosity, altruistic concern with the 
benefit to humanity, and a host of other special motives have been 
attributed to the scientist.”

>> Researchers should be motivated by identifying the truth rather than 
(selfish) professional or monetary motivations.
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Scientific norms (Merton 1942)
• Four core values:
1. Universalism
2. Communality
3. Disinterestedness
4. Organized skepticism

• “Involving as it does the verifiability of results, scientific research is 
under the exacting scrutiny of fellow experts. … The activities of 
scientists are subject to rigorous policing, to a degree perhaps 
unparalleled in any other field of activity.”

>> The ability to verify data and scrutinize others’ claims is critical for 
research credibility and progress.
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Scientific norms (Merton 1942)
• How closely do scholars conform to these ideals?
• Anderson et al (2007) examine attitudes, beliefs and practices among 

N=3,247 early and mid-career U.S. researchers funded by NIH
>> In particular, attachment to Mertonian norms (e.g., Communality, 
Disinterestedness) vs. counter-norms (Secrecy, Self-interestedness), and 
beliefs about other scholars.
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Scientific norms (Merton 1942)
• How closely do scholars conform to these ideals?
• Anderson et al (2007) examine attitudes, beliefs and practices among 

N=3,247 early and mid-career U.S. researchers funded by NIH
>> In particular, attachment to Mertonian norms (e.g., Communality, 
Disinterestedness) vs. counter-norms (Secrecy, Self-interestedness), and 
beliefs about other scholars.

• Finding: many researchers subscribe to Mertonian research norms but 
believe that most other scholars do not follow them, leading to what the 
authors call “normative dissonance”

>> How can research be brought back in line with the scientific ethos?
>> And how severe are real-world problems?
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Threats to validity of research
• There is now a large body of evidence documenting problems with the 

process of scientific research across many disciplines.
• Three leading concerns:
(1) Fraud
(2) Publication bias
(3) Failure to replicate
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Threats to validity of research
• There is now a large body of evidence documenting problems with the 

process of scientific research across many disciplines.
(1) Fraud: corrosive, even if rare: undermines public trust in science
• Widely publicized cases of leading scholars fabricating data in social 

psychology (Simonsohn 2013) and political science (Broockman, Kalla
and Aranow 2015), e.g., case of psychologist Diederik Stapel.
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22Simonsohn (2013)

>> Fraud in psychology: discovered when data showed
“too little” variation (in means across treatment arms).

15 in 100,000
chance



Threats to validity of research
• There is now a large body of evidence documenting problems with the 

process of scientific research across many disciplines.
(1) Fraud: corrosive, even if rare: undermines public trust in science
• Widely publicized cases of leading scholars fabricating data in social 

psychology (Simonsohn 2013) and political science (Broockman, Kalla
and Aranow 2015), e.g., case of psychologist Diederik Stapel.

• Many instances of fraud in science: Gregor Mendel (probably) 
fabricated his famous data on the phenotypes of peas, his data 
showing far less variation than would prevail by chance (Fisher 1936)

>> Open data and code help uncover research fraud: 
“Fictitious data can seldom survive careful scrutiny.” Ronald Fisher (1936).
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Threats to validity of research
(2) Publication bias: comes in many forms and is widely documented 
across nearly all scientific fields
• Missing studies / the “file-drawer problem” (Rosenthal 1979): studies 

with “null” (not statistically significant) findings, or certain other 
characteristics (e.g., controversial, run against conventional wisdom), 
are less likely to be published, leading to biased bodies of evidence
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>> Null findings were rarely 
published in psychology then…
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Null

Significant

>> Two thirds of
null findings in
medicine were
never published
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>> Two thirds of
null findings in
the social sciences 
not written up.

>> Significant results
are 3-4x more likely 
to be published.



Threats to validity of research
(2) Publication bias:
• Missing studies / the “file-drawer problem” (Rosenthal 1979): studies 

with “null” (not statistically significant) findings, or certain other 
characteristics (e.g., controversial, run against conventional wisdom), 
are less likely to be published, leading to biased bodies of evidence

• The lack of published null results is due to a combination of authors 
failing to submit these studies, and editor and referee decisions

>> May lead to wasted effort as other scholars re-do research that 
(unbeknownst to them) was already carried out, as well as inappropriate 
public policy decisions based only on the published evidence.
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Threats to validity of research
(2) Publication bias:
• Missing studies / the “file-drawer problem” (Rosenthal 1979)

• Author manipulation of results/“p-hacking” (Gerber and Malhotra 2008): 
excess mass of studies with p-values just below “critical” thresholds, 
i.e., 0.05, and other statistical patterns that would not be generated in 
the absence of author bias and/or publication bias.
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Sociology journals Political Science journals

p-value = 0.05

>> Excess mass of values
just above the critical 1.96 level,
missing mass just below.
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Economics journals: AER, QJE JPE (2005-2011)

Brodeur et al (2016)

>> Excess mass of values
just above the critical 1.96 level,
missing mass just below.

p-value = 0.05
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>> Excess mass
above “critical”
IV 1st stage 
F-test value of
10 in economics.

Brodeur et al (2019)



Threats to validity of research
(2) Publication bias:
• Missing studies / the “file-drawer problem” (Rosenthal 1979)

• Author manipulation of results/“p-hacking” (Gerber and Malhotra 2008): 
excess mass of studies with p-values just below “critical” thresholds, 
i.e., 0.05, and other statistical patterns that would not be generated in 
the absence of author bias and/or publication bias.

>> Role of author manipulation: 40% of significant coefficient estimates in 
AJPS are sensitive to covariate adjustment (Lenz and Sahn 2017);
and >45% of failed “sniff tests” (e.g., balance tables, IV over-ID tests) in 
economics appear to go unreported (Snyder and Zhuo 2018).
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Threats to validity of research
(2) Publication bias:
• How can we correct for publication bias in bodies of evidence?
• Long tradition of attempting to “undo” effects of publication bias (e.g., 

Rosenthal 1979 “Fail-safe N”; Stanley 2008 “Precision-Effect test”; 
Simonsohn, Nelson & Simmons 2014 “P-curve”; McCrary et al 2015)

• Under assumptions on data generating process, can back out true 
effects (Hedges 1992), e.g., re-weight existing estimates by inverse of 
the publication probability as a function of the test statistic, p(Z).
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Threats to validity of research
(2) Publication bias:
• How can we correct for publication bias in bodies of evidence?
• Long tradition of attempting to “undo” effects of publication bias (e.g., 

Rosenthal 1979 “Fail-safe N”; Stanley 2008 “Precision-Effect test”; 
Simonsohn, Nelson & Simmons 2014 “P-curve”; McCrary et al 2015)

• Under assumptions on data generating process, can back out true 
effects (Hedges 1992), e.g., re-weight existing estimates by inverse of 
the publication probability as a function of the test statistic, p(Z).

>> Simplest test: examine relationship between estimated effect sizes (�𝛽𝛽𝑖𝑖) 
and associated standard errors (�𝜎𝜎𝑗𝑗) in a funnel plot (or related plot).

�𝛽𝛽𝑖𝑖 = 𝑏𝑏0 + 𝑏𝑏1 ⁄1 �𝜎𝜎𝑗𝑗 + 𝑒𝑒𝑗𝑗
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>> Funnel plot of estimates, 
minimum wage literature. 
(a) Precise estimates are all 
clustered close to zero, 
indicating no effect.
(b) Imprecise estimates are 
asymmetric, with most 
underpowered studies 
showing negative 
employment effects, in a 
manner highly suggestive of 
publication bias.



Threats to validity of research
(2) Publication bias:
• Implications for the credibility of published research? (Ioannidis 2005).
• Positive predictive value of research (PPV) in research field i, 

likelihood that a claimed significant relationship is actually true:

𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 =
1 − 𝛽𝛽 𝑅𝑅𝑖𝑖 + 𝑢𝑢𝛽𝛽𝑅𝑅𝑖𝑖

1 − 𝛽𝛽 𝑅𝑅𝑖𝑖 + 𝑢𝑢𝛽𝛽𝑅𝑅𝑖𝑖 + 𝛼𝛼 + 𝑢𝑢(1 − 𝛼𝛼)

where statistical power is 1 − 𝛽𝛽 , significance level 𝛼𝛼, author bias 𝑢𝑢, 
and 𝑅𝑅𝑖𝑖 is ratio of true to null relationships in field i (e.g., development)
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Threats to validity of research
(2) Publication bias:
• Implications for the credibility of published research? (Ioannidis 2005).
• Positive predictive value of research (PPV) in research field i, 

likelihood that a claimed significant relationship is actually true:

𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 =
1 − 𝛽𝛽 𝑅𝑅𝑖𝑖 + 𝑢𝑢𝛽𝛽𝑅𝑅𝑖𝑖

1 − 𝛽𝛽 𝑅𝑅𝑖𝑖 + 𝑢𝑢𝛽𝛽𝑅𝑅𝑖𝑖 + 𝛼𝛼 + 𝑢𝑢(1 − 𝛼𝛼)

where statistical power is 1 − 𝛽𝛽 , significance level 𝛼𝛼, author bias 𝑢𝑢, 
and 𝑅𝑅𝑖𝑖 is ratio of true to null relationships in field i (e.g., development)

>> In an arguably realistic case of 50% power, 5% significance, one third 
of tested relationships exist (𝑅𝑅𝑖𝑖=0.5), and 30% author bias: PPV=0.49, so 
more than half of all results are “false positives”.
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Threats to validity of research
(3) Lack of replicability: computational reproducibility (“verification”) is 
often challenging in social science research (Dewald et al 1986)
• Journal data posting requirements – starting with the AER in 2005 –

have helped, but recent attempts indicate that still only about a third 
(Galiani et al 2018) to a half (Chang and Li 2015) of empirical 
economics papers can be readily reproduced.

>> New AEA data and code posting requirements (Nosek et al 2015)
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Threats to validity of research
(3) Lack of replicability: computational reproducibility (“verification”) is 
often challenging in social science research (Dewald et al 1986)
• Journal data posting requirements – starting with the AER in 2005 –

have helped, but recent attempts indicate that still only about a third 
(Galiani et al 2018) to a half (Chang and Li 2015) of empirical 
economics papers can be readily reproduced.

>> New AEA data and code posting requirements (Nosek et al 2015)

• Beyond verification, many prominent findings fail to replicate in lab 
experimental settings (Open Science Collaboration 2015, Camerer et 
al 2016): pre-registered and well-powered replication studies reject 
original study point estimates over half the time in psychology, and in a 
third of experimental economics papers published in the AER, QJE.
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Partial replicability of
lab experimental results
in economics and
psychology,
Camerer et al (2016)
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>> Inflated estimates: 
replications typically 
have far smaller
estimated effects,
often by half,
Camerer et al (2016)
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Impacts of transparency
• The frontier in meta-science has shifted from solely focusing on 

documenting problems, to studying the impact of open science 
practices and other interventions on the research process.

• Four major themes:
(1) Open data and replications help diagnose, correct for publication bias
(2) Experimental methods are associated with less publication bias
(3) Study registration may increase reporting of null results
(4) Journal editorial practices are influential
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Impacts of transparency
(1) Open data and replications help diagnose, correct for publication bias

• New estimates of how many studies “disappear”, e.g., Franco et al 
(2014), produce more realistic assumptions about what the publication 
probability is for studies with different results / statistical significance.

• Andrews and Kasy (2019) can validate their model of study selection 
into publication with the Camerer et al (2016) and Open Science 
Collaboration (2015) replication results, to get a handle on the degree 
of estimate “inflation” and publication bias
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Impacts of transparency
(1) Open data and replications help diagnose, correct for publication bias

• New estimates of how many studies “disappear”, e.g., Franco et al 
(2014), produce more realistic assumptions about what the publication 
probability is for studies with different results / statistical significance.

• Andrews and Kasy (2019) can validate their model of study selection 
into publication with the Camerer et al (2016) and Open Science 
Collaboration (2015) replication results, to get a handle on the degree 
of estimate “inflation” and publication bias

>> Their key contribution: examine the joint distribution of estimates from 
original studies, Z, and replication studies, Zr to estimate publication 
probability as a function of significance. Assume publication prob. is 1 for 
studies with |Z| ≥ 1.96, and estimate 𝛽𝛽𝑝𝑝 for |Z| < 1.96.
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Impacts of transparency
(1) Open data and replications help diagnose, correct for publication bias

• In Andrews and Kasy (2019), the marginal density of (Z, Zr), 
𝑓𝑓𝑍𝑍,𝑍𝑍𝑟𝑟(𝑧𝑧, 𝑧𝑧𝑟𝑟), should be symmetric in the absence of publication bias, 
so the degree of asymmetry in estimates reveals the relative 
probability of publication as a function of the results:

𝑓𝑓𝑍𝑍,𝑍𝑍𝑟𝑟(𝑏𝑏,𝑎𝑎)
𝑓𝑓𝑍𝑍,𝑍𝑍𝑟𝑟(𝑎𝑎, 𝑏𝑏)

=
𝑝𝑝(𝑏𝑏)
𝑝𝑝(𝑎𝑎)

>> Let “a” denote a significant |Z| ≥ 1.96, and “b” not significant. An 
estimate for 𝛽𝛽𝑝𝑝 is (roughly) the share of cases where the original estimate 
is not significant but the replication is significant, divided by the share 
where the original estimate is significant but the replication is not.
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>> Andrews and Kasy (2019), based on experimental economics 
studies in Camerer et al (2016). The middle panel indicates that 
𝛽𝛽𝑝𝑝=0.03, implying that significant results are 30 times more likely 
than null results to be published in top Economics journals.

“a”

“b”
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>> Andrews and Kasy (2019) publication selection correction tracks 
observed replication estimates for experimental economics studies 
in Camerer et al (2016)
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>> Minimum wage literature: a spike at Z=2, and many “missing” 
underpowered null studies. Estimated 𝛽𝛽𝑝𝑝 from 0.01 to 0.3, implying 
significant results are 3 to 100 times more likely to be published.



Impacts of transparency
(2) Experimental methods are associated with less publication bias 

• The familiar p-value “spike” near 0.05 is significantly less pronounced 
for studies that use RCT and RDD methods, compared to DD, IV 
(Brodeur et al 2019)

• Field experiment studies are also far more likely to report null findings.
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>> Brodeur et al (2019), “Methods Matter”.



Impacts of transparency
(3) Study registration may increase reporting of null results

• The AEA RCT registry dates from 2013, and similar tools now in other 
social sciences (EGAP in political science, AsPredicted and OSF in 
Psychology), although not in sociology.

• Early studies with pre-analysis plans include Finkelstein et al (2012) in 
health economics, and Casey et al (2012) in development.
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>> How many published results are just some version of the 
data-mined Panel B or Panel C here?

Casey et al (2012): pre-
specified results indicate no
significant or meaningful
institutional impacts 
of a community-driven 
development program
in Sierra Leone (Panel A). 
But the existence of many 
outcome measures
allows for “cherry-picking”
of negative (Panel B) or
positive (Panel C) subsets of 
findings.



Impacts of transparency
(3) Study registration may increase reporting of null results

• The AEA RCT registry dates from 2013, and similar tools now in other 
social sciences (EGAP in political science, AsPredicted and OSF in 
Psychology), although not in sociology.

• Early studies with pre-analysis plans include Finkelstein et al (2012) in 
health economics, and Casey et al (2012) in development.

>> Still early to assess aggregate effects of registration and pre-analysis 
plans on economics (subject of ongoing work by Ofosu and Posner 2019)
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N = 2606 registered studies from May 2013 to May 2019
In all, 34% have posted a pre-analysis plan (PAP), rising over time.
(http://dx.doi.org/10.7910/DVN/FU07FC)



Impacts of transparency
(3) Study registration may increase reporting of null results

• Major medical trial registries, e.g., Clinicaltrials.gov, since 2000
>> Lessons from medicine: registries make it possible to document how 
much hypotheses “shift” in the published paper (Mathieu et al 2009), and 
appear to increase reporting of null results (Kaplan and Irvin 2015)
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Kaplan and Irvin (2015)



Impacts of transparency
(4) Journal editorial practices are influential

• A change in research “culture” and norms will likely be needed to move 
the scholarly community towards more open science practices.
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Impacts of transparency
(4) Journal editorial practices are influential

• A change in research “culture” and norms will likely be needed to move 
the scholarly community towards more open science practices.

• Journal policies and practices can play a role in this shift. E.g., eight (8) 
health economics journals’ issued an editorial statement in 2015 aimed 
at reducing specification searching, and reminded referees to accept 
well-designed studies “regardless of whether such studies' empirical 
findings do or do not reject null hypotheses.”

>> In difference-in-differences (vs. two non-health applied micro 
economics journals), the share of null results in these journals increased 
by 18 percentage points (Blanco-Perez and Brodeur 2019).
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Advancing pre-registration
• As discussed, pre-registration of research designs and analysis plans 

could have a range of benefits for bodies of research, including: 
(i) creating a paper trail of unpublished studies, for use in meta-analysis;
(ii) constraining the extent of data mining and tendentious reporting;
(iii) generating correctly sized statistical tests; 
(iv) forcing scholars to more carefully think through design beforehand.
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Advancing pre-registration
• As discussed, pre-registration of research designs and analysis plans 

could have a range of benefits for bodies of research, including: 
(i) creating a paper trail of unpublished studies, for use in meta-analysis;
(ii) constraining the extent of data mining and tendentious reporting;
(iii) generating correctly sized statistical tests; 
(iv) forcing scholars to more carefully think through design beforehand.

• Other issues raised regarding PAPs (Olken 2015):
(i) time cost: PAP’s shift the work of formulating analysis earlier in time;
(ii) length: norms are still evolving regarding the degree of detail in PAP’s;
(iii) flexibility: all papers present some analysis that goes beyond the PAP 
– which is a good thing.
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Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(1) Forecasting study results
(2) Pre-specifying the research process
(3) Pre-registration of prospective observational studies
(4) *Adopting pre-results review / registered reports
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Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(1) Forecasting study results

• A common ex post justification for not publishing null findings is that 
they are boring, or “we already knew that”.

• But did we? DellaVigna and Pope (2018) collect data on expert 
forecasts of lab experimental tasks, and find that those with higher 
academic rank and more scholarly citations do not perform better.

>> Systematically collecting the research community’s “priors” on the 
likely impact of a treatment or intervention could be useful in quantifying 
how much “news” there is in a set of empirical results – making clear that 
certain null results are in fact unexpected (Vivalt and Coville 2019).
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Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(2) Pre-specifying the research process

• PAP’s can be useful in limiting unprincipled data mining, but could 
come at a cost if researchers choose the “wrong” specification, tests.

>> Two ways to improve on a “pure” PAP have been proposed:
(i) A hybrid approach: major hypotheses are included in the PAP, while 

others (e.g., heterogeneity) are examined by splitting the data into an 
“exploratory sample” and then verified on a (larger) “confirmatory 
sample” (Anderson and Magruder 2017).

(ii) Incorporate machine learning into PAP’s, to reduce the risk of 
regression mis-specification and improve the construction of outcome 
measures (Ludwig, Mullainathan and Spiess 2019).
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Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(3) Pre-registration of prospective observational studies

• The share of observational papers remains high (80%, Burlig 2018). 
How to incorporate pre-registration into the majority of empirical work?

• Prospective non-experimental studies can also utilize PAPs, and in fact 
several have done so, e.g., studies designed before an election, or the 
release of a new round of data.

>> Pre-registration of non-prospective observational work is more 
problematic since it is difficult to establish whether authors had prior data 
access, although some health scholars support it (Dal Re et al 2014)
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Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(4) *Adopting pre-results review / registered reports
• A growing trend in other social sciences – and especially psychology, 

cognitive science – is pre-results review, also called registered reports.
• Research would ideally be judged on the quality of the question, data 

and analysis, and not if results are significant or conform to theory.
• Granting agencies (e.g., NSF panels, Gates Foundation, graduate 

student travel funds, etc.) already make these “calls” all the time.
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>> An idealized publication pipeline for pre-results review, adapted 
from the Center for Open Science, https://cos.io/rr/.

Stage 1 review Stage 2 review
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>> Hardwicke and 
Ioannidis (2018).
Journals with pre-
results review has 
since risen to 203, 
including most top 
psychology journals, 
https://cos.io/rr/



Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(4) *Adopting pre-results review / registered reports

• The earliest example (to my knowledge) of both a pre-analysis plan 
and pre-results review in economics is Neumark (2001).

>> According to David I. Levine (Berkeley), Alan Krueger had the idea in 
1996 for various participants in the minimum-wage literature to pre-specify 
their analysis before the next Federal wage increase, and as editor of 
Industrial Relations, Levine would commit to publish results (Levine 2001).
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Advancing pre-registration
• Recent work on pre-registration has been fertile. Four innovations:
(4) *Adopting pre-results review / registered reports

• Journal of Development Economics launched a pilot of pre-results 
review in March 2018, led by editors Andrew Foster and Dean Karlan, 
and with support from BITSS (which created guidelines for authors and 
referees, answers to FAQs, etc.)

• Positive response to the pilot: 46 “proposals” have been submitted 
through the track, with 5 already receiving in-principle acceptance.

• Interviews with authors and referees have not brought up red flags.
>> JDE recently made pre-results review a standard permanent 
submission track, and Experimental Economics is launching a pilot.
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Looking forward
• New evidence that the last 10-15 years really have been a period of 

rapid methodological change in economics, other social sciences, with 
the rise of a suite of open science practices (Christensen et al 2019).
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Looking forward
• New evidence that the last 10-15 years really have been a period of 

rapid methodological change in economics, other social sciences, with 
the rise of a suite of open science practices (Christensen et al 2019).

• Representative sample of active researchers (publishing in top-10 
journals during 2014-16) and graduate students (in top-20 North 
American departments) across economics, political science, 
psychology, and sociology; 46% survey response rate, N=2,799.

>> Rapid rise in adoption of sharing of data and materials, and more 
recently in pre-registration.

• Changing norms: >80% of development economists surveyed support
pre-specifying analyses. Beliefs about others’ practices, attitudes 
substantially lag actual adoption, for data sharing and pre-registration.

81



Looking forward
• The move towards research transparency and reproducibility is the 

logical next step in the credibility revolution in economics – and it is 
already well underway.

• A growing body of evidence indicates that publication bias remains a 
first-order problem in economics and other social sciences, and 
threatens the reliability of published bodies of literature.
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the research question, design, and data than on the findings.
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Looking forward
• The move towards research transparency and reproducibility is the 

logical next step in the credibility revolution in economics – and it is 
already well underway.

• A growing body of evidence indicates that publication bias remains a 
first-order problem in economics and other social sciences, and 
threatens the reliability of published bodies of literature.

• Meaningful change is now possible via improved methods (e.g., 
RCT’s), practices (open data, pre-analysis plans, replications), and 
donor + journal policies (e.g., pre-results review, editor statements).

>> Cultural change is needed, too: we should focus more on the quality of 
the research question, design, and data than on the findings.

>> Questions and discussion
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