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Abstract

Poor loan quality is often attributed to loan offis exercising poor judgment. A
potential solution is to base loans on hard infadromaalone. However, we find
other consequences of bypassing discretion stemirangloan officer incentives
and limits of hard information verifiability. Usingnique data where loans are
based on hard information, and loan officers arkime-incentivized, we find
loan officers increasingly use multiple trials t@ve loans over the cut-off, both
in a regression-discontinuity design and when thieoff changes. Additional
trials positively predict default suggesting stgitemanipulation of information
even when loans are based on hard information alone
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1. Introduction

Understanding how banks make loans is importané. @rhe questions at
the forefront of the current financial crisis isw@hould the process of loan
making by banks be regulated to minimize risks? Waave argued that part of
the reason for the current financial crisis is plo®r quality of loans made when
loan officers were allowed to exercise their diiore or arbitrarily use their
judgment. One potential solution is to automateltla® making process, basing it
solely on hard information. By taking out discretioor ambiguous soft
information, and relying solely on hard informatidhe argument is that better
decisions and loans would be made.

However, it is unclear if a system where loans raegle solely by hard
information will yield better quality loans. Theage other effects that need to be
taken into account. In particular, what are theemives of loan officers and how
might this affect the kinds of loans being made?ilgvthe common wisdom is
that basing loans on hard information makes the loaking process “objective”
and does away with cronyism and other dark aspefciiscretion, are there
unintended consequences of taking judgment owasf-making?

In this paper we are able to empirically addréssdffect of loan officer
incentives in a pure credit scoring model basethand information alone, where
officers are incentivized by loan volume, by acoessa unique data set from a
major European bank. This bank uses only hardnmdtion. This information is
collected and inputted into the system by loancef. With this data we are able
to address the following research questions. Do lofficers strategically
manipulate hard information? Does this change the &f loans that are made? If
so, does this result in better or lower qualitynisain particular, what are the
implications for default rates?

We are able to access data on the universe of PAZ;6nsumer loan

applications at a major European bank from May 2@08une 2010. This data is



unique with some distinct features particularlytadito address the questions at
hand. An important feature is that, here, loares raade solely based on hard
information. The hard information is fed into tegstem and an accept/reject
decision is made based on whether the loan is atteveut-off or not. If the
decision comes up as reject, the loan officer caomerride the decision or add
soft information. However the loan officer caealor update the information
and do another scoring trial which will bring umew decision. We are able to
see how many times the loan officer does a scdriajand also what kind of
information is added to each scoring trial. In jgater we are able to see whether
the number of scoring trials for loans that arerriba cut-off are different from
other loans. We conduct two kinds of analysis. stfFiwe take advantage of an
exogenous change in the cut-off to see if loarceffbehavior (number of scoring
trials) around the cut-off changes when the cutiithanged. Second, we run a
regression discontinuity analysis in both regiméth wifferent cut-offs to see if
loan officer behavior of attempting more scoriniglé changes at the cut-off.

We find there are more scoring trials for loan agtions that do not pass
in the initial trial. The number of scoring tridlscreases as one gets closer to the
cut-off boundary, and jumps at the cut-off boundanyerestingly, when the cut-
off is changed, then the jump in scoring trials e®to the new cut-off point. The
number of scoring trials is also related to loaficef characteristics, e.g., more
scoring trials for more experienced loan officand avhen loan officers have been
unsuccessful in making loans over the previousrfemaths.

One question that arises is whether the additionérmation in
successive scoring trials simply reflects more igrec and accuracy in
information, or whether it is manipulation to géetloan over the cut-off. To
assess this we examine default rates. We findttleahumber of scoring trials
positively predicts default rates. A one standadiation increase in the number
of scoring trials leads to a 10-15% increase iradkfrates after controlling for



loan, customer and loan officer characteristicdas Folds, in particular, around
the cut-off where the manipulation of informatiop the loan officer can move
loans from below to above the cut-off. We hypothedhat when new scoring
trials are done quickly, say in a matter of minueopposed to days, that there is
more likely to be manipulation, which should refl@t higher default rates. We
run tests accordingly and find that default ratesreegatively related to the time a
loan officer uses for each scoring trial, consisteith information manipulation.
Finally, default rates are positively related toeduction in costs and liabilities,
which are easier to manipulate than an increaassats and income.

Our results suggest that when loan decisions adema hard information
and credit scoring alone, loan officers' incentigas cause strategic manipulation
of information. These changes in hard informatismaften very subtle, making it
almost impossible to verify or detect manipulatidurther, loan officers with
more experience and who have not had good suatesaking loans over the last
few months are more likely to engage in such mdatmns. Finally, this
manipulation leads to the making of loans with leigtiefault rates.

Our paper relates to different strands of theditare. First, we contribute
to the literature on agency problems within batkdell (1989) provides evidence
that the purpose of the loan review function in anlb is to reduce agency
problems between the bank and its loan officersrtaderg, Liberti, and
Paravisini (2010) show that a rotation policy af$etoan officers' reporting
behavior. Agarwal and Ben-David (2012) analyze miee schemes within a
bank. Cole, Kanz and Klapper (2012) use a laboyaexperiment with loan
officers in India to analyze the effects of diffetancentive schemes on loan
officer effort. We show that — in the presenceraéinal agency problems — loan
officers manipulate hard information whenever tfuklmeporting is incompatible
with their personal incentives. Second, our pamdates to the literature that

identifies hard information as a potential solution internal agency problems.



Stein (2002) argues that large banks should relyiama information to reduce
loan officer agency problems. Consistently, Berd#itler, Petersen, Rajan, and
Stein (2005) find that large banks are less willingengage in informationally
difficult loans for which soft information is mormportant. Similarly, Liberti and
Mian (2009), Agarwal and Hauswald (2010) find bareo proximity is related to
the use of soft information. We provide evidencat tltontrary to conventional
wisdom, agency problems still matter even if legdia solely based on hard
information. In particular, our evidence suggebss limits of hard information —
even hard information is subject to manipulationdslegated monitors at the
margin.

The rest of the paper is organized as follows. i&ec2 describes our
dataset and provides descriptive statistics. Sec8Boexplains our empirical
strategy. Section 4 presents the empirical resmitlssection 5 provides robustness

tests. Section 6 concludes.
2. Dataand descriptive statistics

A. Dataand loan process

We obtain data on consumer loan applications armefjuent default
rates from a major European bank. These data ceengdetailed information on
242,011 loan applications at more than 1,000 bresdf the bank between May
2008 and June 2010. From these 242,011 loan apphsa 116,969 materialize
and data on the performance and defaults of th&6¢9G9 loans are available
until May 2011. Loans are granted to both existmgl new customers. During
the loan application process, each customer igmedian internal rating. The
internal rating ranges from 1 (best rating) to @rst rating) and is solely based
on hard information. It consists of five parts: dEiran external score, which is

similar to a FICO score; second, a socio-demogcapbore, which is based on



parameters such as age and sex; third, an accoard g the customer has a

savings account with the bank; fourth, a loan sdotlee customer already has a

loan relationship with the bank; fifth a financedore which aggregates income
data, expenses, assets, and liabilities. Findigsé five parts are aggregated into
an overall internal rating.

The loan application proceeds in the following whyst, the loan officer
enters all the necessary data into the systenhelfldan is given, the written
documentation, such as a copy of the identificatiard and a salary certificate,
has to be archived together with the loan agreenidm bank's risk management
function periodically checks the validity of this@umentation based on a random
sample selection. If loan officers manipulate costo data, they thus face a risk
of being caught later on. However, no loan-by-laaecks are conducted when
the loans are granted.

Second, the loan officer requests a score fromirteenal rating system.
This score determines whether a loan shall be garehthe interest rate charged
for this loan. Loan applications with an intermating worse than the cut-off
rating are automatically rejected by the system aedeive the status
‘automatically rejected'. Loan applications withiaternal rating better or equal
to the cut-off rating receive the status 'opend #re risk-based pricing scheme
applies. The cut-off criterion is equal to a ratiwfgl4 until 31 December 2008.
This means that all loan applications with a ratifid4 or better can be accepted.
This cut-off criterion is changed to 11 on 1 Jagu009. To put these ratings into
perspective, a rating of 14 is comparable to atBgebased on the Standard &
Poor's rating scale; a rating of 11 is comparabletBB rating. The cut-off
criterion is changed as a result of growing concabout the status of the
European economy in the wake of the financial €rigihe management of the
bank decides to follow a prudent strategy and égh¢nding standards in order to

preserve the risk profile of the loan portfolio.



Third, the loan officer decides on how to proce®lde can either proceed
with the application as entered into the systemef status is not ‘automatically
rejected’, abort the loan application, or changg @nthe input parameters and
request a new internal rating, i.e. initiate a remaring trial. There are 442,255
unique scoring trials for the 242,011 loan appiws — an average of 1.83
scoring trials per loan application. Only the réswf the last scoring trial are
recorded in the official systems of the bank, wialeformer trials are deleted.
The only exception is one specific risk managensgatem used in this paper that
archives each scoring trial separately. Loan offiGge in general not aware that
all scoring trials are recorded in this system, als® the bank's risk management
function has rarely used it so far.

There are five major advantages of our setup: ,Fésth separate scoring
trial is recorded in the database. Second, loaicenf are subject to a random
review process. Therefore, they have an incentiveeport truthfully as long as
truthful reporting is not incompatible with theiefqsonal incentives. Third, we
have information on individual loan officers whigiives us the possibility to
analyze incentives across individual loan officétsurth, the cut-off rating was
changed during our sample period without any ottlfeange in the rating or
incentive system. This gives us the unique oppdstuo analyze the effect of
tighter lending standards on loan officers' behawifth and finally, our dataset
contains default information which enables us m& lioan officer incentives and
lending standards to actual defaults.

B. Loan officer incentives

Loan officers receive a fixed salary and a bonuse Tbonus is
performance-based and can make up to 25 percehe dixed salary. It depends

on the volume of the loans that a loan officer getes in a given year and the



conditions at which these loans are granted, btibnahe default rates of these
loans. In particular, loan officers receive a femr feach successful loan
application. This fee increases in the interest @targed for the loan and the
creditworthiness of the customer, which is deteedirby the internal rating.

Thus, a loan officer benefits from a better rating a loan applicant for two

reasons: First, a higher rating increases theiliketl of a loan application being
successful. Second, a better rating results inghenifee for a successful loan
application. The average fee for a successful &gplication is approximately 20

times larger than the fee increase for a one-nbigher rating. Thus, the first-

order incentive effect comes from ensuring that rdteng meets the minimum-

creditworthiness condition, while further rating grovements have a second-
order effect. At the same time, there is a sigaificpsychological pressure to
perform well. Each week, or even during each wéelk lists' are compiled to

rank each individual loan officer.

While lending standards are tightened in Janua@92the performance
targets that are given to individual loan officeesnain unchanged. This means
that loan officers are faced with the same tarpetsa much smaller customer
base that can make the cut-off rating after thangbaThis provides an incentive
to loan officers to manipulate customer informatiorachieve their targets.

After origination, the loan is transferred to antemmal portfolio
management unit, and the loan officer is no longesponsible for the
performance of the loan. The compensation of the lafficer does therefore not

depend on whether the loan defaults.

C. Descriptive statistics

Table 2 presents descriptive statistics on loaniegdpn level (Panel A),

scoring trial level (Panel B) and loan officer leyPanel C). All variables are



explained in Table 1. The information on the logplecation level in Panel A is

based on the last scoring trial per loan applicatithis is the only information

that is available in the systems of the bank, dpant the single risk management
system used for the analysis in this paper thaksravery trial. 13 percent of the
loan applications have a rating below the cut-oidl are therefore automatically
rejected. On average, loan officers use the scaysem 1.83 times per loan
application. The average acceptance rate is 4&perce. 48 percent of the loan
applications are accepted by both bank and custorheraverage loan amount is
EUR 13,700, the average number of borrowers per &aplication is 1.34, the

average age of a borrower is 45.24 years, andvBigage net income per month is
EUR 2,665. If a loan application has several boei®we.g., husband and wife,
then parameters such as net income per month gregeges over both borrowers
with the only exception being the age, where theraye age is reported. 63
percent of the customers are relationship custorvlrs have either an existing
account or another loan with the bank. The inforomaabout the internal rating,

which ranges from 1 (best) to 24 (worst), shows tha average rating amounts
to 8.40. The cut-off rating was set at 14 betweeary K008 and December 2008
and at 11 between January 2009 and June 2010.r28npef our observations

come from the earlier period, while 72 percent cdrom the latter period. Panel
B shows that 20 percent of the scoring trials teisuf rating below the cut-off.

This is significantly higher than the 13 percernirthe last trial, as shown in
Panel A, and indicates that internal ratings areawerage moved upwards with
further trials. There is an unconditional likelitb@f 45 percent of observing

another subsequent scoring trial for the same &pgtication. Panel C shows that
the 242,011 loan applications in our sample aranged by 5,634 loan officers.
During our sample period, an average loan offic&suthe scoring system 78.50
times for 42.96 different loan applications of whi20.78 loans materialize, i.e.
are finally accepted by both bank and customer.



Table 3 provides a concrete example on the workfgthe different
scoring trials. In this example, on 4 May 2009¢an officer enters an application
for a consumer loan of EUR 4,000 and records, anotingr parameters, existing
liabilities of the customer of EUR 23,000 and a thdnnet income of EUR
1,900. The resulting internal rating of 12 is wotkan the cut-off rating of 11,
therefore the loan application is automaticallyectgd by the system. The loan
officer subsequently increases the income to EUS5Q,and decreases the
liabilities to EUR 10,000. These two changes resul new rating of 11 so that
the loan application can be accepted. However]dae officer then decides to
manually reject the loan application and correbis liability amount to EUR
19,000. As this change results again in a ratingvbéhe cut-off, the loan officer
reverses the liabilities back to EUR 10,000 andksaie loan into the system.
This loan application provides a particular strikisxample of a manipulation
around the cut-off as the final amount for theilitbs of EUR 10,000 is clearly
not a correction of a previously misspecified valtibis is the type of behavior

that we would like to analyze more thoroughly irstbaper.
3. Empirical strategy

A. Loan officer incentives and the number of scoringtrials

The cut-off rating substantially affects loan offiadncentives, as only loan
applications with ratings better than or equal® ¢ut-off rating can generate fee
income. The change of the cut-off rating during eample period provides us
with a clear identification strategy. We estimdte following regression:

Number OfTrials j« = f1 CutOffDummy; ¢ + 0 Xij¢ + A + By + & (1

where NumberOfTrials j¢ is the number of scoring trials for the loan
application from customer at time t arranged by loan officej and

CutOffDummy; ¢ is a dummy variable equal to 1 if the rating frdme first scoring
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trial of the loan application from customieat time t is worse than the cut-off
rating, i.e. worse than rating 14 between May 2@08 December 2009 and
worse than rating 11 between January 2009 and 2@ X;;; is a set of control

variables taken from the first scoring trial indlugl loan, customer and loan
officer characteristics andy and B; are loan officer and time-fixed effects.
Finally, €i;: is an error term. The estimation method will becdssed in more

detall in the results section.

B. A closer review of multiple scoring trials

In regression (1) the number of scoring trials asta proxy for changes in
customer information during the loan applicationgass. Here, we take a closer
look at which parameters loan officers do actualhange during the loan
application process. We do so by using a differenagdifference approach. First,
we determine the difference between a certain patiemin the first scoring trial
and the last scoring trial for the same loan apgibo:

Deltal§j := Xjn - Xja )

wherex"i,j,t,N and X"i,j,t,l are the parameter values for paramé&tésuch as
income, age or assets of the loan applicant) ®itdhan application from customer
i at timet arranged by loan officgrin the last and first scoring trial, respectively.
Second, we group the loan applications into twoegaties: First, all loan
applications that pass the cut-off rating with finst scoring trial, i.e. where no
information manipulation is necessary to generatde@ Second, all loan
applications that do not pass the cut-off ratinghwthe first scoring trial, i.e.
where a fee can only be generated if any of thatipprameters is changed. We
apply a difference-in-difference approach to armalgifferences in changes to

customer information between these two groups.
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C. Loan officer incentives and default rates

Multiple scoring trials for a single loan applicati can be due to loan
officers honestly correcting a false entry from @nfer trial (information
correction hypothesis) or loan officers manipulgtinformation they have about
the customer in order to increase their fee incdm&rmation manipulation
hypothesis). To distinguish between these two pmétations we estimate the
effect of multiple scoring trials on the defaultaalf the information correction
hypothesis is correct, we would not expect a syateneffect of the number of
scoring trials on default rates. The opposite a&splifor the information

manipulation hypothesis. We therefore estimatddhewing regression:

DefaultDummy; i+ = (51, NumberOfTrials i, 0 Xijn A, By €ijir) (3)
where DefaultDummy;t is a dummy variable equal to one if the loan to
customer i originated by loan officer j at timedfaults within the first T months
after origination, NumberOfTriglg is the number of scoring trials for this loan,
Xijt is a set of control variables taken from the ksiring trial of the loan (i.e.
the 'official' scoring trial which enters the bankystems) and;And B are loan
officer and time fixed effects. The function f igigk function such as the logistic

function. Again, details on the estimation methosldiscussed in section 4.
4. Empirical results
A. Loan officer incentives and the number of scoring trials

Al. Univariateresults

We compare the average number of scoring trialerbednd after the
change in the cut-off rating. Figure 1 shows theults for the comparison of the
accepted loans, while figure 2 shows the respectesults for all loan

applications. In figure 1, we conduct the comparibased on the rating class in
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which a loan is finally accepted. The figure shawat the number of scoring
trials is quite similar before and after the chaingehe cut-off rating for rating
classes 1 to 10. Also, as the cut-off rating isrel@sed to 11 in January 2009,
there are no more loans in rating classes 12 taftet this change. The most
striking result is the significant increase in thember of scoring trials after
January 2009 for the loans that are finally acapte rating class 11. This
evidence suggests that loan officers try much latdeusing more scoring trials,
to move loans above the cut-off rating after thange. A similar pattern can be
found in figure 2. Here we conduct the comparisasdd on the initial rating that
a loan application receives. Here, loan applicatisith an initial rating between
1 and 11 do not exhibit different patterns befard after the change in the cut-off
rating. In strict contrast, there are significantlyore scoring trials for loan
applications with an initial rating between 12 ahdl after the change, i.e. for
those loan applications that fall just below thé-aifd rating, but which the loan
officer can potentially move above the cut-off mgtiwith additional scoring trials.
For the remaining rating classes 15 to 24, the murob scoring trials decreases
after the change. These rating classes are now maorate from the cut-off rating
so that the incentives for the loan officer to os@e scoring trials are reduced.
We test the results in figure 2 more formally bywing a t-test for the
difference, and the results are reported in tabl@ohsistent with the results from
the figure, there are barely any differences imgatlasses 1 to 11, in particular
from an economic standpoint. The differences asgtipe and highly statistically
and economically significant for rating classestd 214, while they are negative
and mostly significant for rating classes 15 to [P4particular, a loan application
with an initial rating of 12 has on average 0.83renscoring trials after than
before the change. We also observe a significanéase in the number of scoring
trials at the cut-off boundary both before andrafte change in the cut-off rating.

Before the change, the number of scoring triaB.@® for the cut-off rating of 14

13



and it jumps to 3.23 for a rating of 15. After tbleange, the number of scoring

trials increases from 1.93 at the cut-off ratind dfto 2.76 for a rating of 12.

A2. Multivariateresults

We now estimate a multivariate model (regressight(lcontrol for other
factors that may drive our results. These contotdrs comprise loan, customer
and loan officer characteristics. In particular, wge a dummy to control for the
effect of being a relationship customer, the lagani of the customer's age, the
logarithm of his income, and rating fixed effects tontrol for the
creditworthiness of the customer. On the loan sickecontrol for the size of the
loan, which can be regarded as a proxy for th@é&ential, and for the number of
borrowers. On the loan officer level, we controt tbe past average number of
trials per loan application and the past absolutaber of trials. Both measures
are averaged over the previous three months ansftraned on a log-scale. As a
third control variable on the loan officer levelewse the prior 3-months success
rate of the loan officer, measured as the ratisuafcessful loan applications, i.e.
loan applications that are accepted by bank andowwes, and total loan
applications. All variables are explained in tableFinally, we add fixed effects
for year, month-of-the-year, branch, and loan effid.oan officers are assigned
to exactly one branch so that loan officer fixeteets implicitly capture branch
fixed effects as well. Using both branch and loficer fixed effects thus results
in perfect collinearity and we therefore either usanch fixed effects or loan
officer fixed effects but not both at the same tini® account for possible
autocorrelation at the branch level, we clustemdaad errors accordingly.

We use a count variable (Number of scoring trialsdependent variable.
Both a Poisson regression and a negative binoragkssion are well suited to
cope with count data. The Poisson regression faheesonditional variance to be

equal to the mean. A test for overdispersion yieddstatistically significant
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positive overdispersion of 0.05, i.e. conditionatignces are larger than means.
We therefore use a negative binomial model whiclved suited to cope with
overdispersion. Finally, we control for a large rhanof fixed effects which may
give rise to an incidental parameter problem (Neymad Scott (1948)). Allison
and Waterman (2002) argue based on simulationgtieet does not appear to be
any incidental parameter bias in the negative biabmmodel' We therefore
present the results for a negative binomial moddhe first place and provide
estimates from a Poisson model and a linear mosgetohustness checks in
section 5. We estimate the negative binomial madethe form of the more
common NB2 model, i.e. the mean p and the variarfcare related by the
overdispersion parametkwia o°= p + k |f (Cameron and Trivedi (1998)).
Table 5 shows the results for regression (1). Vet s column (1) by
regressing the number of scoring trials on a dumanable that takes a value of
1 if the initial rating is worse than the cut-ofting and a value of 0 if the initial
rating is better or equal to the cut-off ratingraing worse than the cut-off rating
in the first scoring trial is associated with 48q@nt more scoring trials, which is
statistically significant at the 1 percent levebl@nns (2) and (3) add customer,
loan and loan officer characteristics. The restdtsthe cut-off-dummy remain
economically and statistically highly significantall specifications, ranging from
0.275 to 0.313 (i.e. an increase of 27.5-31.3 pejycdhe loan amount is highly
statistically and economically significant with @egficient estimate between
0.157 and 0.164. An increase in the loan amoumt fite median loan amount of
EUR 10,000 by one standard deviation (EUR 10,665FWR 20,665 therefore

! Hausmann, Hall, and Griliches (1984) have propdsease a conditional maximum likelihood
estimate to circumvent the incidental parameteblera for a negative binomial model. However,
Allison and Waterman (2002) have criticized thiprgach for not providing additional leverage

compared to the Poisson model for dealing with diggersion.
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leads to an increase in the number of scoring striaby
In(20,665/10,0000.164=11.9 percent. The results here are consistéhtthe
notion that loan officers move the ratings in pautar for larger loans, as they
receive a fee that is proportional to the loan amokinally, less scoring trials are
used for relationship customers. For relationshyst@mers, a much larger
proportion of the internal rating is determineddarameters that the loan officer
cannot manipulate such as the account activity.tii@se customers, the chances
for a loan officer to push these loan applicatiat®ve the cut-off rating by
changing parameters that the loan officer can nudai@, such as income or

assets, is much lower.

B. A closer review of multiple scoring trials

The analysis so far has centered on the numbecaing trials as an
aggregate statistic for changes to customer infoomaNow we analyze in more
detail the changes to customer information. In ipaldr, we look at which
parameters are actually changed during the loaticagipn process. Table 6
provides a difference-in-difference analysis foe thternal rating and the main
parameters which enter the calculation of the nakrating. We observe that the
internal rating only slightly improves by 0.023 do¢s between the initial scoring
trial and the last scoring trial for the subsetaan applications where the initial
scoring trial already results in a rating betterequal to the cut-off rating. This
increase is also only marginally significant. Or ttontrary, the internal rating
improves by 0.608 notches for the subset of loaherevthe initial scoring trial
results in a rating worse than the cut-off ratifilgis increase is significant at the 1
percent level. Looking at individual parameters abhhenter the calculation of the
internal rating, we observe that changes are sogmif for the financial score,
which is rather easy to manipulate, but not for $beio-demographic score, the

Schufa score, the account or loan score, all ofclwldare less susceptible to
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manipulation. The financial score changes on aeefaga marginal 0.0029 for
the subset of loans where the first scoring teslits in a rating better or equal to
the cut-off and by 0.188 for the subset of loangmetthe first scoring trial results
in a rating worse than the cut-off rating. The BiffDiff estimate is highly
significant at the 1 percent level. A higher finethscore implies a better internal
rating, thus the financial score systematicallyioves between the initial and the
last scoring trial and this improvement is sigrafitly higher for loan applications
that do not pass the cut-off rating in the initsloring trial compared to loan
applications that pass the cut-off rating in thiiah scoring trial> We further
observe that the ratio “Assets/Liabilities”, one tbé key ratios that enters the
calculation of the financial score, is increased 86 for loan applications where
the initial rating is better or equal to the cut-cdting and by 16.9% for loan
applications where the initial rating is worse ththe cut-off rating. Again, the
Diff-in-Diff estimate is statistically significardt the 1 percent level. The second
key ratio, “(Income - Costs)/Liabilities”, increasby 0.3% from the initial to the
last scoring trial for loan applications where fthdial rating is better or equal
than the cut-off rating. The increase for the I@gplications where the initial
rating is worse than the cut-off rating is 2.0%aiagwith a highly significant
Diff-in-Diff estimate.

C. Loan officer incentives and default rates

C1. Univariateresults

The evidence from the previous analyses is comgisteith two

hypotheses: First, loan officers use several sgotiinals as they correct

2 The probability of default is determined BB = 1/ (1+exp(a + X s)) wheres denotes the
individual scores. The constant temmcannot be split to the five scores, therefore dberes

cannot be directly converted into a probabilitydefault.
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misspecified data from a previous trial (informati@orrection hypothesis).
Second, loan officers strategically manipulate @orgr information in order to
generate fee income (information manipulation higpets). The fact that scoring
trials happen most frequently at the cut-off bougdean be seen as a first
indication for the latter explanation. In this sent we make use of the default
data to provide more direct evidence and to disislg between these two
hypotheses.

We compare the default rates for loans with moaes ttwo scoring trials
to those for loans with two or less scoring triabere the default rate of a loan is
measured by using a time horizon of 12 months #fterorigination of the loan.
The results are presented in table 7. They showthikadefault rate for loans with
more than two trials is significantly higher thédme tdefault rate for loans with one
or two trials. This pattern holds before and aftex change in the cut-off rating.
Before the change in the cut-off rating, the ddfaatle for loans with more than
two trials amounts to 3.33%, while the default fateloans with two or less trials
amounts to 2.16%. After the change in cut-off mtithe respective values are
3.67% and 2.28%. These differences are statistisainificant at the 1 percent
level.

We explore this pattern more by analyzing the respe differences in
default rates for each of the rating classes bedok after January 2009. If loan
officers indeed manipulate information and use ipldtscoring trials to generate
more loans, then the difference in default ratdsvéen loans with more than two
trials and loans with two or less trials shouldyogekist just above the cut-off,
where the loan officer can use multiple scoringl$rito move a loan from below
to above the cut-off. The results show that théedehce in default rates is indeed
statistically and economically significant onlythe cut-off of 14 before January
2009 and 11 after January 2009, respectively. Rerrating class 14 before

January 2009, the default rate is 7.09% for loaitls @ne or two trials, while it is
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12.15% for loans with more than two trials. Simitafor the rating class 11 after
January 2009, the default rate is 7.83% for loaitk wne or two trials, and it is
10.11% for loans with more than two trials. We et explore these results using
a difference-in-difference setting by comparing thikéerence in default rates for
the rating class just below the cut-off rating e difference in default rates for
the rating class one and two notches above theftuating. This estimate is
highly significant both before and after Januar02d For example, before
January 2009, the default rate for loans with agabf 14 with more than two
scoring trials is 5.06% higher than the defaule rigr loans with two and less
trials (12.15% versus 7.09%). This difference isydh486% for a rating of 12
and the difference-in-difference estimate of 4.58%ignificant at the 1% level.
Similar, after January 2009, the difference betwkrms with more than two
scoring trials and loans with two and less scofiiags is 2.29% for a rating of 11.
It is -0.17% for a rating of 9, with the differenoedifference estimate of 2.45%
again being significant at the 1% leVeThese results provide further evidence
that the use of several scoring trials is drivenldan officers’ manipulation of

information with the goal to generate more loans.

C2. Multivariateresults

In the multivariate tests, we control again for tonger, loan and loan
officer characteristics, and the control variatdes thus identical to the ones used
in table 5. We estimate regression (3) using alimgobability model to address
the incidental parameter problém.

% These results are available upon request.

* The detailed results for the difference-in-differe estimates are available upon request.

® Standard logistic models suffer from the incidemiarameter problem (Neyman and Scott
(1984)), i.e. the structural parameters cannotdhienated consistently in large but narrow panels.

There are two possible ways to circumvent the iercidl parameter problem: First, a conditional
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Columns (1)-(3) in table 8 report a step-by-stepettgppment of our
regression without control variables in column (®With customer and loan
characteristics in column (2) and with all contnedriables in column (3).
Columns (4) to (6) add fixed effects for branch dadn officer and cluster
standard errors by branch. The results show thatntmber of scoring trials
predicts the default rate in all specificationshnat coefficient between 0.3% and
0.4%. These coefficients are statistically sigmifit throughout at the 1 percent
level. The effect is also economically highly sfgrant. Increasing the number of
scoring trials from the median of 1 scoring trigl dne standard deviation (1.63
scoring trials) to 2.63 scoring trial leads to awcrease in the default rate of
approximately 0.3-0.4%.Compared to the unconditional default rate of 249
this is a relative increase in the default probgbdf 12-16%. We also observe
that the experience of the loan officer (3-monthsadute number of scoring
trials) positively predicts the default rate. Thisggests that experienced loan
officers are more efficient at manipulating theemnal rating in the desired
direction and magnitude and therefore need fewalstto achieve the desired
result.

We also regress the default rate on both the imétang and the change in
the rating between the initial and the final scgritrial. If the additional

information that is added between the initial ahe final scoring trial was

logistic regression can be estimated (ChamberE88@), Wooldridge (2002)). This approach has
the drawback that the estimator is no longer effiti(Andersen (1970)) but it yields consistent
estimates of the structural parameters. Second:aneause a linear probability model which leads
to both efficient and consistent estimates of thectural parameters. We follow Puri, Steffen, and
Rocholl (2011) and use the latter approach to esémegression (3). Results for the conditional
logit model are presented as a robustness chenksiction 5.

® Increasing the number of scoring trials from 1t6(.63 increases the log Iy(2.63)=0.97.
Multiplying the coefficient of 0.3-0.4% by 0.97 {is the stated result.
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informative, we would expect the change in thengatio predict default rates,

beyond the information in the initial ratings. Hoxee, consistent with the

manipulation hypothesis, we find it is the initraking, rather than the change in
rating that is informativé.

We analyze further determinants for default ratedable 9. If a loan
officer uses multiple scoring trials to manipulatéormation, then the time
between the scoring trials should be negativelgteel to the default rates. In this
case, the loan officer does not carefully checkenify the existing information,
but simply plays with the input parameters to cleatige rating outcome. The
results in column (1) show that shorter trials |&adked to higher default rates
and thus suggest that the loan officer does na giuch care when revising the
information. Furthermore, it should be much eakerthe loan officer to change
information on liabilities and costs rather thanassets and income to achieve the
desired outcome. While adding assets and incomddwuave to be proven by
respective documents, reducing liabilities andasiuld be achieved by simply
ignoring certain positions. This link is testedcmlumns (2) to (4). The results in
column (2) show that it is indeed the change ihilittes and costs that increases
default rates, while the results in column (3) shbat it is a reduction in both
positions that increases default rates. Combirfiegrésults from column (1) and
column (3), the results in column (4) show thaharter time per trial as well as a
reduction in costs and liabilities lead to highefalilt rates.

In sum, the results from the default regressiorvideevidence that loan
officers systematically manipulate customer infaiorafor their own advantage.
This results in a statistically and economicallgngiicant increase in the 12-
month default rate, even after controlling for lpaustomer and loan officer

characteristics.

" These results are available upon request.
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5. Robustness

In this section we provide robustness tests for nie@n results from
section 4. In particular, we explore alternativedels for estimating the number

of scoring trials and the default rate.

A. Number of scoring trials

In the analysis above we have used the exogenarggehn the cut-off
rating to identify the causal effect of loan officacentives on the number of
scoring trials. An analysis which would have beatural in the absence of this
change is regression discontinuity. The basic @iaagression discontinuity is to
fit a regression function on both the left-handes#&hd the right-hand side of the
cut-off and compare the predicted values of thegeregression functions at the
cut-off point (Thistlewaite and Campbell (1960),bems and Lemieux (2008),
Keys, Mukherjee, Seru, and Vig (2010), and Robanis Whited (2011)). If the
predicted value at the cut-off using data from thght-hand side differs
significantly from the predicted value at the céftusing data from the left-hand
side, this can be attributed to the different inives prevalent on either side of
the cut-off. Techniques used in the literaturdediin the regression function
(polynomial model or local linear regression), asptions about the distribution
of error terms (negative binomial or permutatioastsg Furthermore, covariates
can be used to control for possible discontinuiiiesany of the explanatory
variables. We use all these models (polynomial &wl linear regression,
distribution of error terms based on the negativemial model and based on
permutation tests, with and without covariateshiz#fore and after the change in
the cut-off rating and in all cases we find a digant jump in the number of
scoring trials at the cut-off rating. The estimatehe jump at the cut-off rating
ranges from 0.251 to 0.357 (see Panel | of tabjewtich is very close to the

estimate of 0.288 from the standard negative binbmodel presented in table 5.
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The regression discontinuity approach relies on aamanipulation
assumption of the running variable, i.e. the ihitzing. Economically, this is not
an issue here, as the loan officers do not know ittthvidual scoring trials are
recorded. Hence, there is no reason to manipulage iniitial scoring trial.
Nonetheless, we conduct a formal statistical testetbped by McCrary (2007)
which tests for a discontinuity in the density loé trunning variable at the cut-off
point. Indeed, we do not find any evidence forscdntinuity in the density of the
internal rating at the cut-off point (Panel 1l abte 10).

One remaining concern with the negative binommatlel used in table 5 is
its susceptibility to the incidental parameter peoln Previous researchers have
argued based on simulation studies that the negivomial model does not
suffer from an incidental parameter problem. Far ¢thse of the Poisson model,
consistency of the parameter estimates in the pcesef a large number of fixed
effects is analytically proven (Cameron and Trividd@98)). The Poisson model is
not able to cope with overdispersion, however, diierdisperion of 0.05 in our
case is economically small (although statisticallynificant). A linear model is
able to cope with both overdispersion and doessodfier from an incidental
parameter problem. In addition to the negative tmiab model from section 4, we
therefore provide robustness tests based on bBtiszon regression and a linear
model. The results are shown in Panel A of tableFbt brevity, we only report
the coefficient and standard error of the cut-affrany for the full specification
which includes customer, loan and loan officer ahteristics as well as time and
loan officer fixed effects (i.e. specification as ¢olumn (6) of table 5). The
coefficient of 0.288 in the first row of Panel Aetlefore corresponds to the first

coefficient in column (6) in table 5. The use offetient models results in very
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similar and highly statistically significant coefignts of 0.290 (Poisson model)
and 0.226 (Linear mod®| respectively.

B. Default rate

We use a conditional logit regression as a robsstiest for the default
rate regression (3). Panel B of table 11 presémtsdsults. Using a linear model
results in a coefficient of 0.4% for the logarittohthe number of scoring trials
(see also specification (6) in table 8). The coaddl logit regression yields
similar, but slightly smaller, marginal effectstae mean. In sum, the robustness
tests confirm both the statistical and economicmitade of the effect of scoring

trials on the default rate.

6. Conclusion

The current financial crisis has raised an impdrgurestion of how the
loan making process shall be regulated to minimgdes and reduce default rates.
In this context, it has often been suggested tkegssive discretion and arbitrary
judgment by the loan officer have resulted in péman performance. As a
consequence, it has been advocated that the lo&mgnarocess should be
automated and rely more or even exclusively on irdodmation.

This paper analyzes the loan making process instersy where loan

decisions are based purely on hard information.this system, there is a

8 The Poisson model and the negative binomial moselthe logarithm of the number of scoring
trials as the dependent variable. To be consistéhtthese models, we also use the logarithm of
the number of scoring trials, and not the numbesaafring trials itself, as the dependent variable
in the linear model.

° To make use of the full information at hand, weoastimate a discrete hazard rate model which
takes into account data from every single loarl. tGansistent with the previous results we find
that a scoring trial worse than the cut-off ratgignificantly increases the likelihood of another

scoring trial. The detailed results for this hazaid regression are available on request.
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predefined cut-off rating which determines whethetoan application can be
accepted or not. Based on a sample of more thajp@3dQ@oan applications at a
major European bank, we analyze how loan officeemives are affected by the
exclusive use of hard information. We show thanlodficers use more scoring

trials if the initial scoring trial is not succeskf They increase the number of
scoring trials in particular when the initial seagitrial is close to the predefined
cut-off rating and even more at the boundary. We aschange in the cut-off

rating during our sample period and find that ttilmnge moves the significant
increase in scoring trials to the new cut-off rgtinThis pattern is most

pronounced for more experienced loan officers amdtHose loan officers who

have been unsuccessful in attracting new loansamtonths before. We find that
the number of scoring trials is positively relateddefault rates, suggesting that
loan officers strategically manipulate informationa system that is based on
hard information and credit scoring alone.

Our results suggest that pure reliance on hardrmrdtion in the loan
making process does not necessarily lead to betteromes. The underlying
incentives are important, and in the setting atdhamhere loan officers are
incentivized based on loan volumes, reliance od rdormation actually leads to
outcomes with worse loan performance. These relaits important implications
for the current academic and regulatory debateawntb reform the loan making

process to minimize risks.

25



References
Agarwal, S. and I. Ben-David (2012): “Do Loan O#is’ Incentives Lead to Lax
Lending Standards?,” Working Paper.

Agarwal, S. and Hauswald, R. (2010): “Authority dntbrmation,” Working
Paper.

Allison, P. D., and R. Waterman (2002): “Fixed-eftenegative binomial

regression models," Sociological methodology, 37-265.

Andersen, B. E. (1970): “Asymptotic Properties @n@itional Maximum-
likelihood Estimators,” Journal of the Royal Stitial Society, 32(2), 283-301.

Berger, A. N., N. H. Miller, M. A. Petersen, R. Bajan, and J. C. Stein (2005):
“Does Function Follow Organizational Form? Evidefrcen Lending Practices
of Large and Small Banks," Journal of Financial fwaics, 76, 237-269.

Cameron, A. C., and P. K. Trivedi (1998): Regressinalysis of count data.

Cambridge University Press.

Chamberlain, G. A. (1980): “Analysis of Covariarnveih Qualitative Data,"
Review of Economic Studies, 47, 225-238.

Cole, S., M. Kanz and L. Klapper (2012): “Incentivig Calculated Risk Taking:

Evidence from a Series of Experiments with Comnai8ank Loan Officers,”
Harvard Working Paper.

26



Hausmann, J. A., B. H. Hall, and Z. Griliches (1p8&conometric Models for
Count Data with an Application to the Patents-R&Bl&ionship," Econometrica,
52, 909-938.

Hertzberg, A., J. M. Liberti, and D. Paravisini {®): “Information and
Incentives Inside a Firm: Evidence from Loan OffiB®tation," Journal of
Finance, 65(3), 795-828.

Imbens, G.W. and T. Lemieux (2008): “Regressioralginuity designs,”
Journal of Econometrics, 142, 615-635.

Keys, B. J., T. K. Mukherjee, A. Seru and V. Vi®®): “Did Securitization
Lead to Lax Screening? Evidence from Subprime LgaDsarterly Journal of
Economics, 125(1), 307-362.

Liberti, J. M., and A. R. Mian (2009): “Estimatirige Effect of Hierarchies on
Information Use," Review of Financial Studies, 29(14057-4090.

Neyman, J., and E. Scott (1948): “Consistent EdBmBased on Partially
Consistent Observations," Econometrica, 16, 1-32.

Puri, M., J. Rocholl, and S. Steffen (2011): “Glbtetail lending in the aftermath
of the US financial crisis: Distinguishing betwesmpply and demand effects,"
Journal of Financial Economics, 100(3), 556-578.

Roberts, M.R. and T.M. Whited (2011): “Endogenaitfmpirical Corporate

Finance,”“ Working Paper.

27



Stein, J. C. (2002): “Information Production ancp@a Allocation:
Decentralized versus Hierarchical Firms," Jourridinance, 57(5), 1891-1922.

Udell, G. F. (1989): “Loan Quality, Commercial LoReview and Loan Officer
Contracting," Journal of Banking & Finance, 13, 382.

Wooldridge, J. M. (2002): Econometric Analysis ab€s Section and Panel

Data. The MIT Press, Cambridge, Massachusetts.
Thistlewaite, D., and D. Campbell, (1960): “Regressdiscontinuity analysis: an

alternative to the ex-post facto experiment,” Jaliof Educational Psychology,
51, 309-31.

28



Figure 1: Accepted Loans

This figure compares the number of scoring trialsdach loan that is accepted in each rating dtasthe periods before and after
January 2009.
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Figure 2: Loan applications

This figure compares the number of scoring trialsdach loan application based on the initial tattass for the periods before and
after January 2009.
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Table 1: Explanation of variables

Name

Description

Inference and dependent variables

Cutoff

Number of scoring trials
Default rate 12 mont!
Customer characteristics
Internal rating

Probability of default
Financial score
Socio-demographic score

Account score
Loan score

Schufa score
Relationship customer

Age
Assets

Liabilities
Income
Costs

Loan characteristics
Loan amount
Number of borrowers
Accepted by bank

Accepted by bank
custome

L oan officer characteristics

Dummy variable equal to one if the internal ratisgvorse than the cutoff rating and zero otherw@ely loan
applications with an internal rating equal or abthe cutoff rating can be accepted, loan applioatigith ratings
below the cutoff are rejected.

Number of distinct scorinigls for a loan application.
Dummy varible equal to 1 if a loan has defaulted during ttet 12 months after originatic

Internal rating ranging from 1 (best) to 24 (wordt)e internal rating is based on the financiatscthe socio-
demographic score, the account score, the loae seat the SCHUFA score. These scores are consalidab one
overall score and calibrated to historical defaufierience. Each internal rating is associated avitlefault probability
for the borrower.

Probability of default based on the internal ratiygtem. The probability of default is calibratedptist default
experience.

Internal score based on income, costs, assetsiahiliies of the borrower. A higher score impliadower probability
of default.

Internal score based dn-seeographic data (e.g. age, sex, etc.). A highere implies a lower probability of
default.

Internal score based on the pastateativity of the borrower. A higher score imglia lower probability of default.

Internal score based on the history of past loatistive same borrower. A higher score implies adoprobability of
default.

External score similar to the FICOesaothe U.S. A higher score implies a lower pluliy of default.

Dummy variable equal to 1 if the customer had akimg account or a current loan with the bank betbe loan
application.

Age of borrower. If a loan application has sal/borrowers, e.g., husband and wife, the avesgges used.

Total assets of the borrower in Euro. If a loanlizgtion has several borrowers, e.g., husband afed then the
combined assets are used.

Total liabilities of the borrower in Euro. If a loapplication has several borrowers, e.g., husbaddvife, then the
combined liabilities are used.

Monthly net income of the borrower in Euro. If @toapplication has several borrowers, e.g., husbaddvife, then
the combined income is used. The income includegewas well as capital income and other income.

Monthly net costs of the borrower in Eura lban application has several borrowers, e.gb&od and wife, then the
combined costare used. The costs include cost of living, rents@osts for existing loar

Loan amount in EUR.
Number of borrowers, usuallyado one.
Dummy variable equal to one ifitia® application is accepted by the bank, i.eoféer is made to the customer.

and Dummy variable equal to one if the loan applicaimaccepted by the bank and the customer.

3M average number of trials The average number of trials per loan applicatioer the previous three months, calculated on |dceo level.

per loan application

3M absolute number of trials

Success rate 3M

Other variables
Status

Month-of-year

The absolute numbescofing trials over the previous three months;udated on loan officer level.

Success rate of the loan offioar e month preceding the current month. The sisoae is measured as accepted
loans divided by total loans. Accepted loans aae$owhich were accepted by the bank and the borrowewhere a
loan contract was signed. All loans is the numbielistinct loan applications that a loan officetened into the
system.

Status of a scoring trial. The status can be elthe#omatically rejected' if the internal ratingisrse than the cutoff
rating, 'manually rejected’ if the loan applicatisimmanually rejected by the loan officer and 'ated’ if the loan
application is accepted by the bank and customer.

Month of year coded as 1 (Januamgubh 12 (December)
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Table 2: Descriptive statistics

This table presents summary statistics for the $awofdoan applications between May 2008 and JWi®2Panel A presents summary
statistics on the loan application level basedtenlast scoring trial for each loan applicationn&aB on the scoring trial level and
Panel C on the loan officer level. E.g. Panel Avghohat 13% of the loan applications do not passcthi-off rating based on the last
scoring trial while Panel B shows that 20% do rexthe cut-off rating based on all scoring trifts. variable definitions see table 1.

Unit N Mean Stddev Median Min Max
Panel A: Loan applications
I nference and dependent variables
Number of scoring trials 242,011 1.83 1.63 1.00 1.00 69.00
Cutoff Dummy (0/1) 242,011 0.13 0.33 0.00 0.00 1.00
Default rate 12 months Dummy (0/1) 116,969 0.025 0.156 0.00 0.00 0.00
Customer characteristics
Internal Rating Number (1=Best, 24=Worst 242,011  8.40 3.99 8.00 1.00 24.00
Relationship customer Dummy (0/1) 242,011 0.63 0.48 1.00 0.00 1.00
Age Years 242,011 4524 13.32 44.00 18.00 109.00
Net income per month EUR 242,011 2,665 5,208 2,321 300 2,300,000
L oan characteristics
Loan amount EUR 242,011 13,700 10,665 10,000 2,000 50,000
Number of borrowers 242,011 1.34 0.47 1.00 1.00 2.00
Accepted by bank Dummy (0/1) 242,011  0.70 0.46 1.00 0.00 1.00
Accepted by bank and customer Dummy (0/1) 242,011  0.48 0.50 0.00 0.00 1.00
Panel B: Scoring Trials
I nference and dependent variables
Cutoff Dummy (0/1) 442,255 0.20 0.40 0.00 0.00 1.00
Additional trial Dummy (0/1) 442,255  0.45 0.50 0.00 0.00 1.00
Panel C: Loan officers
Aggregate statistics
Number of scoring trials 442,255 7850 95.79 43.00 1.00 974.00
Number of distinct loan applicatior 242,011 4296 4780 25.00 1.00 390.00
Number of accepted loans 116,969 20.78 23.93 12.00 0.00 207.00
Success Rate 3M % 242,011 45.85 22.01 47.53 0.00 100.00
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Table 3: Example

This table presents the scoring trials for onelsiesgnsumer loan originated on May, 04th, 2009.rnQka in input parameters are

highlighted in bold. For variable definitions seble 1.

Trial Internal Loan

No. Date rating  Cutoff amount Assets Liabilities Income Costs Status
1 4 May 2009 4:03:24 PM 12 1 4,000 1,800 23,000 1,900 1,080 Automatically rejected
2 4 May 2009 4:14:28 PM 12 1 4,000 1,800 23,000 1,950 1,080 Automatically rejected
3 4 May 2009 4:15:00 PM 11 0 4,000 1,800 10,000 1,950 1,080 Manually rejected
4 4 May 2009 4:15:31 PM 12 1 4,000 1,800 19,000 1,950 1,080 Automatically rejected
5 4 May 2009 4:16:23 PM 11 0 4,000 1,800 10,000 1,950 1,080 Accepted
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Table 4: Univariate resultsfor the number of scoringtrials

This table presents for each rating class the nuwitecoring trials before and after the changthecutoff rating in January 2009.
The rating class is based on the initial ratingefach loan application. An internal rating of &the best rating and an internal rating
of '24" is the worst rating. In January 2009 thiffuating was changed from 14 to 11. Column Awbkdhe number of scoring trials
before January 2009, Column B shows the numbecafrg trials after January 2009 and Column C pilesia t-test for the
difference. Standard errors are shown in parenshéste **, * denotes significance at the 1, 5 affl percent level, respectively.

(A) (B) ©
Before January 2009 After January 2009 Difference
Internal rating N Mean SE N Mean SE Mean SE
1 4,382 1.456 (0.0144) 9,674 1.453 (0.0097) -0.004 (0.0174)
2 1,325 1.479 (0.0258) 3,128 1.480 (0.0162) 0.000 (0.0305)
3 1,515 1.459 (0.0232) 3,674 1.507 (0.0162) 0.048* (0.0283)
4 2,150 1.480 (0.0219) 5,221 1.504 (0.0136) 0.024 (0.0258)
5 3,699 1.516 (0.0164) 9,516 1.520 (0.0106) 0.004 (0.0195)
6 6,569 1.540 (0.0134) 18,275 1.573 (0.0083) 0.033**  (0.0157)
7 9,828 1.615 (0.0122) 25,969 1.637 (0.0073) 0.022 (0.0143)
8 7,299 1.692 (0.0159) 19,951 1.713 (0.0093) 0.021 (0.0185)
9 6,269 1.686 (0.0157) 17,144 1.749 (0.0102) 0.062***  (0.0188)
10 5,356 1.816 (0.0202) 13,567 1.824 (0.0121) 0.008 (0.0235)
11 6,803 1.809 (0.0177) 16,101 1.928 (0.0135) 0.119*** (0.0223)
12 4,280 1.927 (0.0248) 9,334 2.759 (0.0270) 0.832**  (0.0367)
13 2,790 2.035 (0.0330) 5,808 2.680 (0.0352) 0.645**  (0.0483)
14 2,143 2.088 (0.0416) 4,085 2.578 (0.0394) 0.490*** (0.0573)
15 1,471 3.231 (0.0969) 2,755 2.730 (0.0524) -0.501** (0.1102)
16 872 2.956 (0.1035) 1,683 2.636 (0.0670) -0.321**  (0.1233)
17 630 2.932 (0.1162) 1,190 2.638 (0.0926) -0.294*  (0.1486)
18 486 2.916 (0.1343) 889 2.506 (0.0798) -0.410** (0.1563)
19 386 2.832 (0.1357) 718 2.405 (0.0989) -0.426*  (0.1679)
20 399 2.779 (0.1306) 590 2.393 (0.0970) -0.386**  (0.1626)
21 335 2.946 (0.1710) 481 2.557 (0.1296) -0.389* (0.2146)
22 356 2.989 (0.1574) 520 2.448 (0.1142) -0.541**  (0.1945)
23 402 2.736 (0.1317) 578 2.709 (0.1154) -0.027 (0.1751)
24 585 2.627 (0.1141) 830 2.396 (0.0967) -0.231 (0.1496)
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Table5: Multivariate results for the number of scoringtrials

We estimate the determinants for the number ofisgdrials. The models are estimated using a negi&iinomial model. All incentive, customer, loanddoan officer characteristics
are based on the first scoring trial for each lapplication. For variable definitions see tableldtercept, year, month-of-the-year, branch and loféicer fixed effects are not shown.
Heteroscedasticity consistent standard errorshaners in parentheses. ***, ** * denote significanaethe 1, 5 and 10 percent level, respectively.

(1) (2) 3) (4) (5) (6)
Dependent Number of Trials Number of Trials Number of Trials Number of Trials Number of Trials Number of Trials
M odel Negative Binomial = Negative Binomial ~ Negative Binomial =~ Negative Binomial Negative Binomial Negative Binomial
INCENTIVE

Cutoff 0.480*** (0.0040) 0.313*** (0.0093) 0.275*** (0.0099) 0.289*** (0.0104) 0.289*** (0.0142) 0.288** (0.0104)
CUSTOMER

Relationship Customer -0.043***  (0.0041) -0.040*** (0.0042) -0.040*** (0.0043) -0.040*** (0.0057) -0.041*** (0.0043)

Log(Age) -0.056***  (0.0058) -0.051*** (0.0060) -0.047*** (0.0061) -0.047*** (0.0069) -0.047*+* (0.0061)

Log(Income) -0.020***  (0.0045) -0.014*** (0.0048) -0.014*** (0.0049) -0.014** (0.0056) -0.009* (0.0051)
LOAN

Log(Loan amount) 0.157** (0.0024) 0.157** (0.0024) 0.162** (0.0025) 0.162*** (0.0031) 0.164** (0.0025)

Number of borrowers -0.016*** (0.0045) -0.014*** (0.0046) -0.009* (0.0048) -0.009 (0.0057) -0.010**  (0.0048)
LOAN OFFICER

Log (3M average number of 0.271** (0.0057) 0.158** (0.0062) 0.158** (0.0087) -0.057** (0.0073)

trials per loan application)

Log (3M absolute number of 0.015*** (0.0021) 0.023*** (0.0025) 0.023*** (0.0033) 0.005* (0.0033)

trials)

SuccessRate 3M -0.066*** (0.0066) -0.055** (0.0073) -0.055** (0.0085) -0.002 (0.0081)
Rating fixed effects No Yes Yes Yes Yes Yes
Month-of-year fixed effects No Yes Yes Yes Yes Yes
Year fixed effects No No No Yes Yes Yes
Branch fixed effects No No No Yes Yes Implicit in loan officer FE
Loan officer fixed effects No No No No No Yes
SE clustered on branch level No No No No Yes Yes
Diagnostics
Adj. R? 3.92% 6.27% 13.76% 15.13% 15.13% 17.40%

N 242,011 242,011 226,757 226,757 226,757 226,757
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Table 6: Difference-in-difference analysisfor the changes from thefirst scoring trial to the last scoring trial

We estimate the changes in parameters betweeirgharfd the last scoring trial. Column (A) shoWws tesults for all loan applications in which tivstfscoring trial results in a
rating better or equal than the cut-off ratinglu@aon (B) shows the results for all loan applicaiam which the first scoring trial results in aingtworse than the cut-off rating.
Column (C) shows the difference-in-difference estien The variables "Assets / Liabilities" and "@ne-Costs)/Liabilities” are the two main ratios elhdetermine the financial
score. For variable definitions see table 1. Wertgp-values of the difference and difference-iffedtence estimates in parentheses. ***, ** * dameignificance at the 1, 5 and
10 percent level, respectively.

(A) (B) ©)

Cutoff=0 Cutoff=1 Diff-in-Diff

Parameter Unit First Trial Last Trial Difference First Trial Last Trial Difference Diff-in-Diff

(p-value) (p-value) (p-value)
Probability of default % 0.481 0.482 0.001 5.398 4,790 -0.608 -0.609
(0.6161) (0.0000) (0.0000)
Internal rating Number (1 to 24) 7.362 7.339 -0.023** 15.214 14.584 -0.630*** -0.607***
(0.0119) (0.0000) (0.0000)
Cutoff Dummy (0/1) 0.000 0.004 0.004*=* 1.000 0.842 -0.158*** -0.162%**
(0.0000) (0.0000) (0.0000)
Financial score 4.334 4,363 0.029%** 3.620 3.807 0.188*** 0.158***
(0.0000) (0.0000) (0.0000)
Socio-demographic score 4.797 4,798 0.001 4.277 4,284 0.007* 0.006
(0.7518) (0.0565) (0.1379)
Schufa score 4.794 4,794 0.000 3.824 3.831 0.007 0.007
(0.9558) (0.3111) (0.3259)
Account score 5.198 5.194 -0.005 3.507 3.513 0.006 0.011
(0.3652) (0.5086) (0.3085)
Loan score 4.109 4,108 -0.001 3.503 3.508 0.005 0.005
(0.757) (0.7577) (0.7252)
Assets / Liabilities % 184.852 192.605 7.753%** 41.473 58.378 16.905*** 9.151**=
(0.0009) (0.0000) (0.0035)
(Income — Costs) / Liabilities % 11.881 12.224 0.342* 7.950 9.914  1.964*** 1.621%**
(0.0883) (0.0000) (0.0000)
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Table 7: Default rates by rating class and number of scoring trials

This table presents default rates by rating classkay number of scoring trials before and after change in the

cutoff rating in January 2009. The rating clasbased on the final rating for each loan. An interating of ‘1’ is

the best rating, an internal rating of ‘14’ is therst rating for which loans could be accepted teeflanuary 2009,

an internal rating of ‘11’ is the worst rating fahich loans could be accepted after January 200Rin@h A shows
the default rates before January 2009, Column Bvshbe default rates after January 2009. Columr) gkt (B1)

show the default rates for loans with one or tworisg trials, Column (A2) and (B2) show the defaultes for

loans with more than two scoring trials, columng)And (B3) show the difference between the defaitt of

loans with one or two and more than two scoringlgrand columns (A4) and (B4) provide the respegtiwalues

based on an exact Fisher test. For brevity, thebeuraf observations is not shown. *** ** * dengtsignificance

at the 1, 5 and 10 percent level, respectively.

A (B)
Before January 2009 After January 2009
(A1) (A2) (A3) (A4) (B1) (B2) (B3) (B4)
Internal Rating Loans with  Loans with > 2 Loans with  Loans with > 2
(from last scoring trial) <2 trials scoring trial Difference  p-value < 2 trials scoring trial Difference  p-value
1 0.088% 0.336% 0.248%  0.308: 0.195% 0.000% -0.195%  0.607¢
2 0.147% 0.000% -0.147%  1.000( 0.144Y. 0.930% 0.786%’ 0.089:
3 0.246% 0.000% -0.246%  1.0000 0.509% 0.402% -0.107%  1.0000
4 0.254% 0.575% 0.321%  0.423( 0.300% 0.542% 0.242%  0.353:
5 0.445% 0.365% -0.080%  1.000( 0.813% 0.153% -0.660%°  0.079¢
6 0.742% 0.509% -0.233%  0.7910 0.609% 0.680% 0.071%  0.7296
7 1.174% 0.530% -0.645%  0.085% 1.522% 1.185% -0.337%  0.251(
8 1.297% 0.931% -0.366%  0.475: 1.954% 1.729% -0.225%  0.583(
9 1.961% 2.507% 0.546%  0.3836 2.769% 2.602% -0.167%  0.7516
1C 2.731% 2.370% -0.360%  0.687¢ 3.910% 4.311% 0.401% 0.473¢
11 4.745% 5.828% 1.083%  0.216¢ 7.829% 10.113% 2.285%**  0.000:
12 5.201% 5.687% 0.486%  0.6117
13 7.759Y% 6.349Y% -1.409%  0.364¢
14 7.091% 12.148% 5.057%***  0.001:
All 2.159% 3.325% 1.166%***  0.000( 2.277% 3.672% 1.394%**  0.000(
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Table8: Multivariateresultsfor the default rate

We estimate the probability of default over thetfit2 months after origination. The models aravestiéd using a linear probability model. For varadbéfinitions see table 1. Intercept, year,
month-of-the-year, branch and loan officer fixetkefs are not shown. Heteroscedasticity consistamdard errors are shown in parentheses. ****tfenote significance at the 1, 5 and 10

percent level, respectively.

(1) () (3) (4) (%) (6)
Dependent Default rate Default rate Default rate Default rate Default rate Default rate
12months 12months 12months 12months 12months 12months

M odel Linear Linear Linear Linear Linear Linear
INCENTIVE

Log(Number of trials) 0.011** (0.0010) 0.004*** (0.0010) 0.003*** (0.0010) 0.004** (0.0010) 0.004** (0.0011) 0.004*** (0.0012)
CUSTOMER

Relationship Customer -0.040*** (0.0017) -0.040*** (0.0018) -0.035*** (0.0017) -0.035** (0.0030) -0.032*** (0.0027)

Log(Age) -0.020*** (0.0018) -0.019*** (0.0018) -0.018*** (0.0019) -0.018*** (0.0023) -0.018*** (0.0023)

Log(Income) -0.011** (0.0014) -0.009*** (0.0014) -0.011** (0.0015) -0.011** (0.0018) -0.013*** (0.0019)
LOAN

Log(Loan amount) 0.005*** (0.0008) 0.005**+* (0.0008) 0.004*** (0.0008) 0.004*** (0.0012) 0.003*** (0.0011)

Number of borrowers
LOAN OFFICER

Log (3M average number of trials

-0.040** (0.0016)

-0.041** (0.0017)

-0.035** (0.0017)

-0.035** (0.0028)

-0.032** (0.0027)

per loan application) -0.001  (0.0017) -0.001  (0.0017) -0.001 (0.0021) -0.004* (0.0022)
Log (3M absolute number of trials 0.007*** (0.0007) 0.004** (0.0007) 0.004*** (0.0011) 0.006*** (0.0011)
SuccessRate 3M 0.001  (0.0019) 0.001 (0.0019) 0.001 (0.0023) 0.001 (0.0024)

Rating fixed effects No Yes Yes Yes Yes Yes
Month-of-year fixed effects No Yes Yes Yes Yes Yes

Year fixed effects No No No Yes Yes Yes

Branch fixed effects No No No Yes Yes Implicit in loan officer FE
Loan officer fixed effects No No No No No Yes

SE clustered on branch level No No No No Yes Yes
Diagnostics

Adj. R? 0.17% 4.06% 4.25% 6.95% 6.95% 11.46%

N 116,969 116,969 109,787 109,787 109,787 109,787

37



Table9: Multivariateresultsfor the default rate: Time per trial and changesto input parameters

We estimate the probability of default over thetfit2 months after origination. The models arevestiéd using a linear probability modebg(Time per Trial) denotes the time from the first to the last sqptital
(measured in hours) divided by the number of sgpttiials minus 1. This item is therefore only aable for loan applications with more than one swptrial. 4(logAssets) [4(logLiabilities), 4(loglncome),
A(logCosts)] denotes the logarithm of the assets [liabilitisspme, costs] from the final scoring trial mirthe logarithm of the assets [liabilities, incomests] from the initial scoring triali(logAssets)>0 denotes
max((logAssets), 0), 4(logAssets)<0 denotes minf(logAssets), 0), the same notation applies to liabilities, incomd aasts. For the remaining variable definitionstséde 1.Intercept, year, month-of-the-year,
branch and loan officer fixed effects are not shoMeteroscedasticity consistent standard errorstaze/n in parentheses. ***, ** * denote significanat the 1, 5 and 10 percent level, respectively.

1) 2 (3) (4)
Dependent Default rate 12 months Default rate 12 months Defate 12 months Default rate 12 months
M odel Linear Linear Linear Linear
INCENTIVE
Log(Number of trials) 0.010%** (0.0027) 0.004*** (0.0012) 0.004*** (0.0) 0.010%** (0.0027)
Log(Time per trial) -0.0008*** (0.0003) -0.0009*** (0.0002)
A(logAssets) 0.000 (0.0007)
A(logAssets)<0 0.007 (0.0114) 0.003 (0.0119)
A(logAssets)>0 0.001 (0.0008) 0.000 (0.0008)
A(logLiabilities) -0.002%** (0.0005)
A(logLiabilities)<0 -0.002%** (0.0006) -0.002%** (0.0006)
A(logLiabilities)>0 0.000 (0.0011) 0.000 (0.0012)
A(logincome) -0.027 (0.0205)
A(logincome)<0 -0.038 (0.0323) -0.063* (0.0351)
A(logincome)>0 -0.017 (0.0279) -0.006 (0.0291)
A(logCosts) -0.015** (0.0063)
A(logCosts)<0 -0.023*** (0.0079) -0.024%** (0.0084)
A(logCosts)>0 0.004 (0.0123) 0.004 (0.0131)
CUSTOMER
Relationship Customer -0.035%** (0.0037) -0.032%** (0.0027) -0.032%** (@027) -0.035%** (0.0037)
Log(Age) -0.023*** (0.0036) -0.018*** (0.0023) -0.018*** (@O23) -0.023*** (0.0036)
Log(Income) -0.017*** (0.0029) -0.013*** (0.0019) -0.013*** (@019) -0.017*** (0.0029)
LOAN
Log(Loan amount) 0.003* (0.0017) 0.003*** (0.0011) 0.003*** (0.0011) 0.003** (0.0017)
Number of borrowers -0.034%*** (0.0037) -0.032%** (0.0026) -0.032%** (@026) -0.034*** (0.0037)
LOAN OFFICER
Log (3M average number of trials per loan agtian) -0.006 (0.0037) -0.004** (0.0022) -0.004** 0.0022) -0.006 (0.0037)
Log (3M absolute number of trials) 0.008*** (0.0018) 0.006*** (0.0011) 0.006*** (0.00m) 0.008*** (0.0018)
SuccessRate 3M -0.006 (0.0040) 0.001 (0.0024) 0.001 (0.0024) 5.00 (0.0040)
Rating fixed effects Yes Yes Yes Yes
Month-of-year fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Branch fixed effects Implicit in loan officer FE Implicit in loan officeFE Implicit in loan officer FE Implicit in loanféicer FE
Loan officer fixed effects Yes Yes Yes Yes
SE clustered on branch level Yes Yes Yes Yes
Diagnostics
Adj. R? 16.55% 11.48% 11.49% 16.61%
N 45,527 109,787 109,787 45,527
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Table 10: Robustnesstest / Regression discontinuity

This table reports estimates for regression thed tise number scoring trials for each initial rgtotass as the dependent variable. In
order to estimate the discontinuity (Initial ratind4.5 for the period before January 2009, Initgimg> 11.5 for the period after
January 2009 ) we estimate seventh-order polyngriifdnel Ia) and local linear regressions (Paneaikeither side of the cutoff
using a negative binomial model. Column (A) preseastults for the period before January 2009, col(B) presents the results for
the period after January 2009. Columns (A1) and ¢Bfort results for the estimate of the discoritiniwolumns (A2) and (B2)
report robust standard errors, columns (A3) and (Bfort the number of observations and columng &l (B4) report the R-
squared. We also report a permutation test p—\@dneath each regression. “Without Covariates” dengressions without any
covariates beyond the initial rating, “With Covaeisi’ denotes regressions which include customientchnd loan officer
characteristics (which are not shown for reasoriz@fity). Panel Il reports the results from the@dary test for the manipulation of
the running variable. Columns (C1) and (D1) replogtestimate of the discontinuity in the densityraf internal rating at the cutoff
rating, columns (C2) and (D2) report the respecttemdard errors. ***, ** * denotes significancethe 1, 5 and 10 percent level,
respectively.

(A) (B)
Before January 2009 After January 2009
(A1) (A2) (A3) (A4) (B1) (B2) (B3) (B4)
Initial rating Initial rating
Method > 14 @) (SE) Observations R >11 @) t-stat Observations R
Panel |: Test for discontinuity at the cutoff rating
Panel la: Polynomials
without covariates 0.357**  (0.0735 70,330 4.49% 0.281*+*  (0.0263 171,68: 4.82%
Permutation test p-value: 0.0002 Permutation test p-value: 0.0021
with covariates 0.331***  (0.0726) 61,065 1946 0.291***  (0.0259) 165,692 11.47%
Permutation test-value: 0.000 Permutation test-value: 0.001
Panel Ib: Local linear regression
without covariate 0.346%** (0.0915 1,92 1.36% 0.251**  (0.0285 18,66: 1.34%
Permutation test p-value: <0.0001 Permutation test p-value: <0.0001
with covariates 0.284*** (0.0877) 1,690 14.90% 0.252*=*  (0.0276) 18,043 5.70%

Permutation test-value: <0.000

Permutation test-value: <0.000

Panel |1: Test for manipulation of the running variable at the cutoff rating

(C1) (C2) (D1) (D2)
Discontinuity Discontinuity
at rating of at rating of
14.5 SE 11.5 SE
McCrary test 0.078 (0.2479) -0.031 (0.1106)
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Table 11: Robustnesstest / Model choice
This table presents robustness tests for the radltite analyses from table 5 and table 8. Panélofvs a robustness test for the
number of scoring trials using a Poisson and atimeodel in addition to the negative binomial mguiesented in table 5. Panel B
shows a robustness test for the default rate wstanditional logistic regression in addition te tmear probability model presented
in table 8. Only the coefficient for the cutoff dom are shown in Panel A. Only the coefficient foe togarithm of the number of
scoring trials is shown in Panel B. All coefficiergre from a multivariate specification of the exgtfve model including all customer,
loan, and loan officer characteristics and yeamtmaof-the-year, and loan officer fixed effectsr Fwe conditional logistic model in
Panel B we report marginal effects to facilitatenp@arison of the coefficient to the linear modeltétescedasticity consistent

standard errors are shown in parentheses. ****tfenote significance at the 1, 5 and 10 percerdl)eespectively.

Method Parameter Coefficient SE

Panel A: Number of scoring trials

Negative Binomial Cutoff 0.288*** (0.0104)
Poisson Cutoff 0.290*** (0.0100)
Linear Cutoff 0.226*** (0.0105)

Panel B: Default rate

Linear Log(Number of trials) 0.004*** (0.0012)
Conditional Logistic Log(Number of trials) 0.003*** (0.0008)
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