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Abstract

Program evaluation often involves generalizing internally-valid site-speci�c estimates to a

di¤erent population or environment. While there is substantial evidence on the internal valid-

ity of non-experimental relative to experimental estimates (e.g. Lalonde 1986), there is little

quantitative evidence on the external validity of site-speci�c estimates, because identical treat-

ments are rarely evaluated in multiple settings. This paper examines a remarkable series of 14

energy conservation �eld experiments run by a company called OPOWER, involving 550,000

households in di¤erent cities across the U.S. Despite the availability of potentially-promising

individual-level controls, we show that the unexplained variation in treatment e¤ects across

sites is both statistically and economically signi�cant. Furthermore, we show that the electric

utilities that partner with OPOWER di¤er systematically on characteristics that are correlated

with the treatment e¤ect, providing evidence of a "partner selection bias" that is analogous to

biases caused by individual-level selection into treatment. We augment this result in a di¤erent

context by showing that partner micro�nancial institutions (MFIs) that carry out randomized

experiments appear to be selected on observable characteristics from the global pool of MFIs.

Finally, we propose a statistical test for parameter heterogeneity at �sub-sites� within a site

that provides suggestive evidence on whether site-speci�c estimates can be generalized.
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1 Introduction

Program evaluation is a fundamental part of empirical work in economics. Evaluations are used

to make a policy decision: should a program be implemented or not? In some cases, evaluations

are carried out in the entire target population of policy interest, or in a randomly-selected subset

thereof. In most cases, however, an evaluation is performed at some sample site, and the results

are generalized to make an implementation decision in a di¤erent and often larger set of target

sites. This raises the question of "external validity": how well does a parameter estimate generalize

across sites?

While there is a substantial theoretical discussion of external validity1 and the importance of the

problem is broadly recognized2, we know very little about the nature of external validity problems

in practice. The reason is simple: providing evidence on the generalizability of any program�s

impact estimate requires a statistical comparison of results from multiple internally valid studies

in multiple settings.3 However, it is unusual for an identical treatment to be experimentally or

quasi-experimentally evaluated multiple times, because randomized �eld experiments are costly

and useful natural experiments are rare. By contrast, many papers provide evidence on selection

bias and the "internal validity" of an estimator, as this requires a comparison of an internally valid

estimate to the non-experimental results in only one setting.

In this paper, we empirically analyze a remarkable series of 14 randomized experiments involving

more than one-half million households in di¤erent sites across the United States. The experiments

are run by a company called OPOWER, which mails Home Energy Reports to residential elec-

tricity consumers that provide energy conservation tips and compare their energy use to that of

their neighbors. Because these Reports are essentially the same in each site and because there is

essentially no non-compliance with treatment assignment, we have the unusual opportunity to focus

on one particular aspect of external validity: how well the e¤ects of an identical treatment can be

1Formal theoretical analyses of external validity are included in Hotz, Imbens, and Mortimer (2005), Imbens
(2009), and others. Especially important in this area is work by Heckman and coauthors, including Heckman and
Vytlacil (2007a, 2007b) and a series of other papers that we discuss below.

2Other recent articles that contain discussions of the importance of external validity include Angrist and Pischke
(2010), Banerjee (2009), Cartwright (2007a, 2010), Deaton (2010), Du�o (2004), Du�o, Glennerster, and Kremer
(2007), Greenberg and Shroder (2004), Heckman and Smith (1995), Ludwig, Kling, and Mullainathan (2011), Manski
and Gar�nkel (1992), Manski (2011), Rodrik (2009), Rothwell (2005), Worrall (2007), and many others.

3There is some literature that compares impacts of programs implemented at multiple sites. In development
economics, this includes Banerjee, Cole, Du�o, and Linden (2007), Chattopadhyay and Du�o (2004), and a pair of
related papers by Miguel and Kremer (2004) and Bobonis, Miguel, and Sharma (2006). Quasi-experimental estimates
can also be compared across locations or across groups to whom di¤erent instruments are "local," as in Angrist, Lavy,
and Schlosser (2010). Of course, as one weakens the de�nition of what a "similar" treatment is, there are increasingly
large literatures of meta-analyses that compare the e¤ects of "similar" treatments in di¤erent settings, including
Aigner (1984) on electricity pricing, Card, Kluve, and Weber (2009) on labor market policies, Holla and Kremer
(2009) on education and health care in developing countries, and Meyer (1995) on unemployment experiments.
Aside from the closely-related Job Training Partnership Act program evaluations we discuss below, there are other

analyses of multi-site job training programs. Hotz, Imbens, and Mortimer (2005) analyze the Work INcentive (WIN)
job training program implemented at four separate locations in the 1980s, while Dehejia (2003) and Hotz, Imbens,
and Klerman (2006) examine the Greater Avenues for Independence (GAIN) job training program, which was carried
out in six California counties.
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generalized across heterogeneous populations and economic environments.4 The quantitative re-

sults will of course be speci�c to this program. However, just as Lalonde�s (1986) study of selection

bias in the context of one particular job training program was broadly informative about internal

validity, some of the qualitative �ndings from this type of analysis may similarly be informative

about aspects of external validity.

The generalizability of the OPOWER program�s e¤ects to potential future sites is of great

interest per se. This is because a proliferation of new regulations mandating energy conservation,

spurred partially by concern over climate change and high energy prices, will force additional

utilities across the country to decide whether to adopt the program. OPOWER is also of special

interest because we ourselves have extrapolated the results from one early experiment, making an

implicit assumption about external validity which we can now formally test. We carried out this

extrapolation in a short article in Science magazine, where we argued that the treatment e¤ects

from one OPOWER experiment in Minnesota suggested that a nationwide rollout of the program

would be cost e¤ective relative to other energy conservation programs and would generate billions

of dollars in energy cost savings (Allcott and Mullainathan 2010).

In the OPOWER example, we can now show that Average Treatment E¤ects vary by 240 percent

across the 14 existing sites, an amount which is both statistically and economically signi�cant. In

the context of the calculation in our Science magazine article, this means that depending on which

experiment we had evaluated �rst, our estimate of total energy cost savings from a nationally-

scaled program would have varied by billions of dollars. Furthermore, we show that despite having

seemingly good household-level demographics, controlling for these observables does not reduce

the dispersion of the experimental ATEs. The standard deviation of the unexplained site-level

heterogeneity is twice the average standard error.

Of course, while the magnitude of OPOWER�s site-level treatment e¤ect heterogeneity is of

speci�c interest, there is no sense in which the speci�c empirical result generalizes outside of the

context of these 14 experiments. One result which we believe is qualitatively generalizable derives

from another unusual feature of the OPOWER context: we observe the characteristics of the entire

set of electric utilities in the United States, which forms a well-de�ned population of OPOWER�s

potential partner sites. We use these data to show that OPOWER�s partners are selected on

observables: partner utilities tend to have di¤erent ownership structure, are larger, and tend to

be in wealthier states with stronger environmental regulation. More importantly, within the 14

experiments where results are available, there is statistical evidence of what we call partner selection

bias: selection probabilities conditional on observables are systematically correlated with treatment

4 It is well-understood that there are other classes of threats to a study�s external validity. Randomized trials may
su¤er from Hawthorne e¤ects, in which the subjects behave di¤erently because they know they are being studied.
Subjects who choose or are allowed to select into randomized trials may di¤er from the population of interest. Even
if experimental participants are randomly selected from a population, that population may itself be di¤erent from
other populations of interest. Treatment �delity may be questionable, for example because scienti�c projects are "gold
plated" or because programs must be adapted in order to be implemented at scale. Furthermore, when programs are
scaled, there may be general equilibrium e¤ects.
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e¤ects. This suggests that the average ATE for sites that have adopted the program is likely not

an unbiased measure of the average ATE for sites that have not.

Partner selection bias is likely to be relevant to randomized controlled trials (RCTs) in other

settings. From any population of potential partners, only some end up running an RCT. Because

�eld experiments require managerial ability and operational e¢ cacy, the set of actual partners may

be running more e¤ective programs than the broader population of potential partners. This would

mean that program impact estimates from RCTs would be larger than the average impact in the

full population of potential partner sites. As another example, partners that are already running

programs that they know are e¤ective are likely to be more open to independent impact estimates,

generating a positive selection e¤ect.

Alternatively, partners that are particularly innovative and willing to test new programs may

also be running many other e¤ective programs in the same population. If there are diminishing

returns, the additional program with an actual partner might have lower impact than at the average

potential partner site. This partner selection process is conceptually analogous to the decisions that

individuals make when they decide whether or not to select into treatment, which generates the

individual-level selection bias that motivates the use of RCTs. In Section 2, we use a simple model

to show formally how the partner-level selection process generates a comparable form of positive

or negative selection bias.

As with Lalonde�s (1986) analysis of experimental vs. non-experimental estimators, the OPOWER

�eld experiments are only one example in one setting. To provide one additional data point on the

conceptual issue of partner selection bias, we turn to micro�nance. We examine the characteristics

of micro�nancial institutions (MFIs) that have partnered to carry out randomized trials with three

large academic initiatives: the Jameel Poverty Action Lab, Innovations for Poverty Action, and

the Financial Access Initiative. We show that partner MFIs di¤er from the average MFI on char-

acteristics that might be associated with e¤ects of various treatments, including for-pro�t status,

size, experience, share of borrowers that are female, and average loan size. Because micro�nance

�eld experiments study a variety of di¤erent "treatments," we do not correlate selection probabil-

ities with treatment e¤ects as we do for the OPOWER experiments. The micro�nance example,

however, provides additional suggestive evidence that partner selection bias is not unique to the

OPOWER energy conservation programs.

Indeed, analyses of the Job Training Partnership Act (JTPA) of 1982 also provide closely-

related existing evidence. The JTPA initiated job training programs at 600 sites, of which 16 were

evaluated with randomized trials. These 16 experimental sites were those that agreed to participate

out of more than 200 that were originally approached (Hotz 1992). Heckman (1992) discusses how

"randomization bias" may have a¤ected the selection of experimental sites in these evaluations.

Even if the 16 sites were representative of the broader population of sites, Heckman and Smith

(1997) simulate that because of the substantial variability in e¤ects across sites, the aggregate

experimental impact estimates would have di¤ered substantially depending on which set of sites
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were evaluated. Our paper complements this work by providing clear empirical evidence of partner

selection bias in a di¤erent context and by adding a simple theoretical model of the experimental

partner selection process.

Practically, what more can be done to address concerns about external validity and partner

selection bias? We make two proposals. First, just as it is common to provide evidence on in-

ternal validity by comparing observable characteristics of treatment and control groups, we can

provide suggestive evidence on external validity by comparing the observable characteristics of the

experimental population and the target population of policy interest. Similarly, we can compare

the observable characteristics of the experimental partner to the distribution of observable char-

acteristics of organizations that might implement a scaled program. These data can be combined

with informal discussions of the partner selection process and how the experimental population and

partner might di¤er on other characteristics that correlate with the treatment e¤ect.

Our second proposal is an empirical test that can provide suggestive evidence on on whether an

empirical result will be externally valid, which we call an "F-test of sub-site heterogeneity." The idea

is very simple: the unconfounded location assumption only holds when observable characteristics

can be used to adjust for all of the parameter heterogeneity across sites. But the de�nition of a

"site" is arbitrary: for example, if an RCT is implemented within many schools in a particular

city, is the entire city a "site," or is each school a "site"? The intuition for our test is that if there

is unexplained heterogeneity across sub-sites within a Sample, there is likely to be unexplained

heterogeneity between Sample and Target unless the distribution of sub-site heterogeneity happens

to be identical across sites.

Our analysis cannot be used to argue that randomized �eld experiments are not useful and im-

portant in this context. As shown in Allcott (2011), non-experimental approaches to evaluating the

OPOWER programs that would necessarily be used in the absence of experimental data perform

dramatically worse than experimental estimators in the same population. In fact, non-experimental

estimates from the correct Target population also perform substantially worse than treatment e¤ects

predicted for the Target using experimental data from di¤erent Sample populations. Furthermore,

while partner selection bias is a problem speci�c to RCTs, the rest of our discussion of the gen-

eralizability of site-speci�c parameter estimates is relevant to both structural and reduced form

parameters estimated using either randomized experiments or natural experiments.

The paper proceeds as follows. Section 2 presents our formal model of treatment e¤ects, partner

selection, and two technical assumptions for external validity, "unconfounded location" and "ex-

pected unconfounded location." Section 3 introduces the OPOWER data, and Section 4 estimates

the magnitude of site-speci�c heterogeneity. Section 5 presents empirical evidence of partner selec-

tion bias in the OPOWER context, and Section 6 analyzes similar evidence for �eld experiments

with micro�nancial institutions. Section 7 presents the F-test of sub-site heterogeneity, and Section

8 concludes.
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2 Model

In this section, we write a simple model of potential outcomes, selection into treatment, and average

treatment e¤ects. We start by reviewing a simple individual-level model that builds on the Rubin

(1974) Causal Model and incorporates generalized Roy-style selection into treatment analogous to

the Marginal Treatment E¤ects framework (e.g. Heckman and Vytlacil 2007b). The review is

useful for comparison, as we then build a population-level model of average treatment e¤ects and

selection into programs and evaluations.

2.1 Individual-Level Model

There is a population of individual units indexed by i. Of interest is a binary treatment that a¤ects

observed outcome Yi. Each individual unit has two potential outcomes, Y1i if exposed to treatment

and Y0i if not. For simplicity, we assume that Yi is a linear and additively-separable function of

observed and unobserved characteristics Xi and Zi:

Y0i = �Xi + �Zi (1a)

Y1i = (�+ �)Xi + (
 + �)Zi (1b)

The linearity assumption is not central to our argument; what is central is that there are

unobservables Z that in�uence the treatment e¤ect. Individual i�s treatment e¤ect is the di¤erence

in Yi between the treated and untreated states:

� i = Y1i � Y0i = �Xi + 
Zi (2)

Individuals incur some positive or negative net cost Ci of treatment and weight outcome Y in

their objective functions by weight !. Denoting Ti 2 f1; 0g as the treatment indicator variable, the
individual selects into treatment if the net bene�ts are positive:

Ti = 1 (!� i � Ci > 0) (3a)

= 1 f!(�Xi + 
Zi)� Cr > 0g (3b)

Comparing the mean outcomes of treated vs. untreated units gives:

6



E[Y1ijTi = 1]� E[Y0ijTi = 0] = E[� ijTi = 1]

+ �(E[XijTi = 1]� E[XijTi = 0]) + �(E[ZijTi = 1]� E[ZijTi = 0]) (4)

The right hand side of the �rst line is the Average Treatment E¤ect on the Treated. The second

line is selection bias. The �rst term in the second line is a function of observables X, which can

be controlled for. The second term is a function of unobservables Z, and it equals zero only under

the assumption of unconfoundedness (Rubin 1990):

Ti ? (Y1i; Y0i) jXi (5)

Of course, if assignment to treatment is governed by equation (3a) with non-zero ! and 
,

unconfoundedness does not hold, and an internally-valid estimator of the ATT is not available.

2.2 Population-Level Model

There is an analogous selection process at the partner level. This process could take two forms.

First, there could be a population of potential partners that would adopt a new program and

evaluate it using a randomized trial. For example, this is the case with OPOWER, as they approach

additional utilities about adopting their Home Energy Report program. Second, there could be

a population of potential partners that are already running an existing program and must decide

whether to run a randomized trial to evaluate it. For example, this was the case with the JTPA

evaluations: the researchers approached job training centers that were already running the program

and attempted to convince them to allow randomized evaluations. In either case, we consider a

simple selection model where a decisionmaker at each potential partner decides whether to adopt

or evaluate a program based on the expected site average treatment e¤ect and some additional net

cost.

Assuming for simplicity that the population is treated with equal probability, the treatment

e¤ect at site r depends on the observable and unobservable characteristics Xir and Zir of the

individuals within the site�s population:

� r = �E[Xirjr] + 
E[Zirjr]

Potential partners incur some positive or negative net cost Cr of adopting or evaluting the

treatment and weight outcomes Yir in their objective functions by weight !. Denoting Tr 2 f1; 0g
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as the site-level indicator variable, the decisionmaker for a potential partner adopts or evaluates

the program if net bene�ts are positive:

Tr = 1 f!� r � Cr > 0g (6a)

= 1 f!(�E[Xirjr] + 
E[Zirjr])� Cr > 0g (6b)

Suppose there is a Sample population r = s where the treatment has been implemented using

a randomized trial, and we wish to generalize treatment e¤ects to a Target site r = g. The Target

treatment e¤ect is:

� g = �E[Xirjr = g] + 
E[Zirjr = g] = � s
+ �(E[Xirjr = g]� E[Xirjr = s]) + 
(E[Zirjr = g]� E[Zirjr = s]) (7)

The far right hand side of the �rst line is the Average Treatment E¤ect in the Sample. The

second line re�ects the di¤erence between Target and Sample ATEs. The �rst term is a function

of observables X, which can be controlled for. The second term is a function of unobservables Z.

2.3 Assumptions for External Validity

When extrapolating from one Sample to one Target population, an unbiased estimator can be

constructed under the assumption of unconfounded location (Hotz, Imbens, and Mortimer 2005).

Using fr(Z) to denote the marginal distribution of Z in site r, this is:

fs(Z) = fg(Z) (8)

This assumption is simply that unobservables are balanced between Sample and Target. Some

analyses explicitly or implicitly assume location unconfoundedness, including the analyses of the

GAIN job training program that attribute di¤erences in outcomes between Riverside County and

other sites only to an emphasis on Labor Force Attachment. We test for unconfounded location in

the OPOWER context in Section 4.

In many contexts, one expects that unobservables vary across sites, and location unconfound-

edness is unrealistically restrictive. Imagine, however, that one could draw a random sample of

many sites and estimate the treatment e¤ect in each. The distribution of treatment e¤ects in the
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set of experimental Sample sites would equal the distribution of treatment e¤ects in the Target

sites where no experiment had been run. This motivates the assumption of expected unconfounded

location:

Tr ? fr(Z) (9)

This assumption is simply that the distributions of unobservables are balanced between the

sets of treated and untreated sites. Under this assumption, the treatment e¤ect in any one Sample

site is an unbiased estimator of the treatment e¤ect in any other Target site, after controlling for

di¤erences in the distribution of observables across sites. The treatment e¤ect in any one Target

need not be exactly as predicted by data from any one Sample, but across many extrapolations

from many di¤erent Samples to many di¤erent Targets, the mean predicted ATE would equal the

true mean ATE.

If equation (6a) determines selection of sites into treatment, expected location unconfound-

edness holds under one of two conditions. First, it holds if � is homogeneous across sites after

controlling for di¤erences in the distribution of individual-level observables. In other words, loca-

tion unconfoundedness is a su¢ cient condition for expected location unconfoundedness. Second, it

holds if selection into partnership is driven only by C and C is independent of unobservables that

in�uence the treatment e¤ect: ! = 0 and fr(Z) ? C. When the assumption is violated, we call this
"partner selection bias." This e¤ect is closely related to the discussion of "randomization bias" that

originates in Heckman (1992) and continues in later work (e.g. Heckman and Smith 1995, Heckman

and Vytlacil 2007b), although that discussion is also concerned with how randomized experiments

a¤ect the selection of individuals into programs at the partner sites.

The covariance between C and � determines whether partner selection is positive or negative.

Because implementing randomized trials requires managerial ability and operational e¢ cacy, the

potential partners that are best equipped to evaluate programs may also run the most e¤ective

programs. This form of positive partner selection bias has been called "gold plating" (Du�o,

Glennerster, and Kremer 2008). Another form of positive partner selection bias results from the

fact the "It Pays to Be Ignorant" (Pritchett 2002): because rigorous evaluations are publicized and

a¤ect funding from foundations, governments, and other sources, potential partners that believe

they are running e¤ective programs are willing to have them evaluated, while those that fear they

are running ine¤ective programs strategically choose to remain ignorant by avoiding randomized

evaluations.

Negative partner selection bias is also quite possible. For example, potential partners that

might be most capable and interested in experimenting with new programs could also be running

many other e¤ective programs or could have already treated the parts of their population that

have the largest treatment e¤ects. This form of "diminishing returns bias" would generate negative

selection.
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Of course, partner selection bias does not mean that the estimated Sample ATEs are biased

away from the true Sample ATEs. A symantically di¤erent but mathematically equivalent way of

characterizing this issue would be to discuss the "the local nature of site-speci�c estimates." The

reason why we use the phrase "partner selection bias" is to emphasize that these local estimates

in the set of partner sites may be systematically di¤erent from the impact estimates in the set of

non-partner sites. Furthermore, these systematic di¤erences arise from a selection process that can

be theoretically understood and observed in practice.

In the subsequent sections, we analyze the external validity of the OPOWER experimental

results. After giving an overview of the experiments and data in Section 3, we test the assumption

of unconfounded location in Section 4. After �nding that this assumption does not hold, in Section

5 we test the weaker assumption of expected unconfounded location.

3 OPOWER Experiment Overview

The empirical focus of this paper is on a series of randomized �eld experiments run by a company

called OPOWER. The "treatment" in these experiments is to mail Home Energy Reports (HERs) to

residential electricity consumers, with the goal of causing them to use less energy. These experiments

have been extensively studied, including by Allcott and Mullainathan (2010), Ayres, Raseman, and

Shih (2009), Costa and Kahn (2010), Davis (2011), Nolan et al. (2008), Schultz et al. (2007), and

Violette, Provencher, and Klos (2009). The programs been covered extensively in the popular press

and are at the center of the energy industry�s growing interest in "behavior-based" (as opposed to

"technology-based") energy conservation programs that are evaluated using randomized controlled

trials. See Allcott (2011) for a comprehensive program evaluation, including additional background,

interpretation, and discussion of economic and policy issues.

The Reports have two key components. The Social Comparison Module, which is illustrated in

Figure 1, compares the household�s energy use to its 100 geographically-nearest neighbors that have

similar house sizes and heating types. The Action Steps Module, illustrated in Figure 2, includes

energy conservation tips targeted to the household based on its historical energy use patterns and

observed characteristics. OPOWER takes a population of utility customers, randomizes them into

Treatment and Control, and sends Reports to the Treatment group on a monthly, bimonthly, or

quarterly basis.

Aside from the frequency with which the Reports are mailed, the treatment is almost identical

across the sites we study. The envelope and the Home Energy Report it contains are branded with

each local utility�s name, and there are minor di¤erences in graphics and presentation over time

within an experiment and across experiments. Because these di¤erences are so small, it is likely that

the bulk of the treatment e¤ect heterogeneity results from di¤erences in the population and from

di¤erences in the economic environment such as weather-driven variability in energy use patterns,

not by di¤erences in the Reports. In any event, there is a remarkably high degree of treatment
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�delity compared to other treatments of interest in economics. For example, "job training" takes

di¤erent forms at di¤erent sites (Dehejia 2003, Hotz, Imbens, and Klerman 2006), and the quality

of "remedial education" should depend on the teacher�s ability. The degree of treatment �delity

across OPOWER�s sites makes it more likely that the treatment e¤ects will generalize.

Aside from treatment �delity, there are two other useful features of the OPOWER experiments.

First, in the taxonomy of Levitt and List (2009), these are "natural �eld experiments," meaning that

people are in general not aware that they are being studied. Therefore, there are no "Hawthorne

E¤ects." Second, because opting out of the letters requires active e¤ort, there is e¤ectively no non-

compliance. This means that there is no need to model essential heterogeneity or the individual-level

selection into the experimental treatment (Heckman, Urzua, and Vytlacil 2006), and the treatment

e¤ect is a Policy-Relevant Treatment E¤ect in the sense of Heckman and Vytlacil (2001).5

As of the end of 2010, OPOWER had contracts to work with 45 utilities in 21 states, as mapped

in Figure 3. While the partners are spread throughout the country, they tend to be concentrated

along the West Coast, the upper Midwest, and the Northeast - areas of the U.S. that are wealth-

ier, better educated, often vote democratic, and have stronger environmental regulation. Among

OPOWER�s partners are 30 regulated Investor-Owned Utilities (IOUs), nearly all of which are sub-

ject to mandatory energy conservation targets called Energy E¢ ciency Resource Standards (EERS).

OPOWER also has contracts with 13 municipal utilities and three local electricity "cooperatives."

These 16 utilities are non-pro�ts whose goals may include saving money for consumers or envi-

ronmental conservation. In Section 5, we quantitatively analyze the characteristics of OPOWER�s

partners.

As of October 2009, experiments had begun at 10 of these utilities, giving at least one year of

post-treatment data. Three more locations had begun pilots but were deemed too small to include

randomized control groups, so they are excluded from the present analysis. At four of the ten

utilities, the populations were divided into sub-populations with higher and lower baseline usage,

and the Treatment groups in the high-usage subpopulation were sent HERs with higher frequency.

As a result, our analysis considers 14 "experiments" at 14 "sites." Our qualitative results are similar

if we de�ne a "site" as a utility, and consider 10 separate sites.

3.1 Data

Table 1 provides an overview of the start date and size for each experiment. In total, we observe

nearly 20 million monthly electricity bills from 550 thousand households. OPOWER has contractual

obligations to keep some of its partners� identities con�dential, so we mask utility names and

5 In fact, following Allcott (2011), we actually de�ne the "treatment" as "being mailed a letter or actively opting
out," so there is precisely zero non-compliance. This de�nition of "treatment" does in this case produce a treatment
e¤ect of policy interest: the e¤ect of attempting to mail Home Energy Reports to an entire population. In practice,
because opt-out rates are on the order of one percent per year, the ATE is the same when the "treatment" is de�ned
as "being mailed a letter" (Allcott 2011).
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locations and number the experiments from 1 to 14. Experiment pairs 1 and 2, 4 and 5, 10 and 11,

and 13 and 14 are the four involving di¤erent customer subpopulations at the same utility.

This study bene�ts from exceptionally good household-level data, which improves the likeli-

hood that we might be able to use these data to explain di¤erences in treatment e¤ects across

locations. OPOWER, and the utilities they work with, gather demographic data for each customer

from surveys, public records, and private-sector marketing data providers. In addition, we have

augmented the household-level data with Census Tract-level information from the 2000 U.S. Cen-

sus. Although we observe a larger universe of covariates, we focus on a smaller set of covariates

that theory predicts might be more likely to be associated with the treatment e¤ect.

Table 2 details the means and standard deviations of the house occupant characteristics that

we consider. "First Comparison" is a normalized measure of the household�s baseline energy usage

compared to its neighbors, as presented to them on the �rst Home Energy Report they receive.

Zero corresponds to the mean of the neighbor distribution, and households with lower values used

relatively more energy. As detailed in Allcott (2011), theory predicts that responses to these social

comparisons depend on how individuals compare to their neighbors, and the treatment e¤ects vary

substantially with baseline energy usage. As documented in Costa and Kahn (2010), households

that vote Democratic, donate to environmental groups, or voluntarily purchase renewable energy

have di¤erent treatment e¤ects. The next three variables in Table 2 are tract-level average charac-

teristics which we hypothesized could be associated with these sorts of "cultural" di¤erences that

moderate the treatment e¤ect.

The �nal two columns of Table 2 present the average heating and cooling degrees for the

post-treatment observations. These weather variables are associated with electricity demand and

therefore may be associated with the treatment e¤ect.6 Experiments 10 and 11 are in an especially

warm climate, with low average heating degrees and high cooling degrees, while experiments 13

and 14 are in a moderate climate, and many other sites are relatively cold.

Table 3 details the house characteristics we use. These include variables known to be associated

with energy use, and thus perhaps the marginal cost of energy conservation, including whether

the household has electric heat, whether the house has a pool, type of dwelling (single family or

multi-family), and the size, in thousands of square feet. Because older houses have less insulation

and are more "drafty," they take more energy to heat and cool, and additional motivation for or

information about energy conservation could have di¤erential e¤ects by house age. Finally, renters

have less incentive to invest in the house�s energy e¢ ciency, so we consider whether the house

is rented or owner-occupied. Some characteristics are not observed at all sites; for example, we

observe House Value only in experiments 3, 9, 12, 13, and 14.

6More precisely, the average Cooling Degree-Days for an observation is the mean, over all of the days in the billing
period, of the maximum of zero and the di¤erence between the day�s average temperature and 65 degrees. A day with
average temperature 75 has 10 CDDs, while a day with average temperature 30 has zero CDDs. Average Heating
Degree-Days is the mean, over all the days in the billing period, of the maximum of zero and the di¤erence between
65 degrees and the day�s average temperature. A day with average temperature 75 has zero HDDs, while a day with
average temperature 30 has 35 HDDs.
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4 OPOWER Site E¤ects

In this section, we examine the heterogeneity in treatment e¤ects across OPOWER�s experiments.

We �rst show that there is economically signi�cant variation in the ATEs across sites, without

conditioning on the di¤erent distributions of individual-level observables X. We then test the

extent to which controlling for observables increases or decreases the conditional variation in site-

speci�c e¤ects.

4.1 Unconditional Variation in ATEs Across Sites

The Average Treatment E¤ects (ATEs) for each experiment are calculated using a di¤erence-in-

di¤erences estimator with household �xed e¤ects �i and month-by-year dummies �my, with robust

standard errors clustered by household:

Yit = �TiPit + �Pit + �my + �i + "it (10)

In this equation, Pit is a post-treatment indicator variable and Yit is household i�s average

daily electricity consumption for period t, normalized by the control group average post-treatment

consumption. Note that this normalization is di¤erent for each site, so reducing energy use by two

percent in a site with high consumption entails a larger level of kilowatt-hour reduction than a

reduction of two percent in a site with low consumption.

The estimated ATEs are shown in Table 4. As documented by Allcott (2011), the estimated

ATEs are not very sensitive to di¤erent speci�cations of control variables and �xed e¤ects. Notice

that in experiments 2, 3, and 9, the site population was randomly assigned between monthly,

bimonthly, and/or quarterly frequencies, while all other experiments involved only one frequency.7

The unweighted mean ATE across experiments and frequencies is a 2.03 percent reduction in

electricity use. The ATEs vary by a factor of 2.4, from 1.37 percent to 3.32 percent. While some

variation in treatment e¤ects is associated with the frequency of receiving Reports, Table 4 shows

that there is still substantial variation within frequency across experiments.

Utilities typically compare energy conservation programs based on a particular measure of

cost e¤ectiveness: cents of program cost to the utility per kilowatt-hours of electricity conserved.

OPOWER has provided con�dential pricing data, which varies by the frequency of treatment. These

cost data can be combined with total energy savings, which is the site�s percent average treatment

e¤ect multiplied by average electricity consumption per year, to calculate cost e¤ectiveness. The

unweighted mean cost e¤ectiveness across sites is 3.31 cents per kilowatt-hour. As shown in the

7 In some of the more recent experiments, letters are sent each month for the �rst several months of the program
and bimonthly or quarterly after that.
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right panels of Table 4, cost e¤ectiveness varies across experiments by a factor of 4.2, from 1.28 to

5.36 cents per kilowatt-hour.

4.1.1 "Economic Signi�cance"

Average Treatment E¤ects vary by a factor of 2.4, and cost e¤ectiveness by a factor of 4.2. Is this

variation "economically signi�cant"? We consider two measures of economic signi�cance. The �rst

measure is whether site-level heterogeneity causes program adoption errors: a decision to adopt

the program in a new location where it is in fact not cost-e¤ective, or to not adopt the program in

a new location where it is in fact cost-e¤ective. This measure is particularly relevant in the case

of OPOWER because additional utilities are considering adopting the program, and their initial

decisions are based substantially on the track record of ATEs from existing sites. Heckman and

Smith�s (1997) analysis of JTPA also aligns with this de�nition: the program e¢ cacy estimated

from the 16 experimental sites was an important criterion in determining whether the program

would be extended, and Heckman and Smith (1997) showed that this estimated e¢ cacy depended

markedly on which sites were used for the evaluation.

Consider the typical case of a pro�t-maximizing utility with an energy conservation target and

a portfolio of di¤erent energy conservation programs that it can fund. Such a utility should adopt

the OPOWER program if it is more cost e¤ective than the marginal energy conservation program

currently in use. While this presumably varies across utilities, there are some benchmarks. Energy

conservation programs have been estimated to cost approximately �ve cents per kilowatt-hour

(Arimura, Li, Newell, and Palmer 2011) or between 1.6 and 3.3 cents per kilowatt-hour (Friedrich

et al. 2009).8 Whether an OPOWER program at a new site has cost e¤ectiveness at the lower end

(1.28 cents per kilowatt-hour) or upper end (5.36 cents per kilowatt-hour) of the range for existing

experiments detailed in Table 2 therefore does appear to change whether a utility would or would

not want to partner with OPOWER. As a concrete example, note that Experiments 10 and 11,

which have two of the smallest ATEs and the worst cost e¤ectiveness, have been cancelled by the

partner utility. In this sense, the variability in site e¤ects is therefore economically signi�cant.

A second measure of whether site-level heterogeneity is economically signi�cant is variation

in predicted e¤ects at scale: how much do the total predicted impacts of a scaled program di¤er

depending on which site is used for the prediction? This is relevant in the case of OPOWER in the

sense that some policy analyses have considered the potential impacts of scaling up the program to

utility customers nationwide (Allcott and Mullainathan (2010), Davis and Wagner (2011)). If this

prediction were done with results from one initial site, how much would the results vary depending

on which experiment had been implemented �rst?

8The Friedrich et al. (2009) analysis is published by energy e¢ ciency research and advocacy organization called
the American Council for an Energy E¢ cient Economy. It relies on electric utilities�estimates of cost e¤ectiveness,
which often use a non-experimental, accounting-based method of program evaluation called the "deemed savings
approach." Some analysts believe that these estimates could be biased toward zero.
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One key statistic of interest in these analyses is the total energy cost savings that would result

from such a nationwide expansion. This is calculated by multiplying nationwide total residential

electricity expenditures by the average treatment e¤ect. As Figure 4 illustrates, the predicted

savings would di¤er by several billion dollars per year depending on which site�s ATE is used for

the prediction. If Site 12 or 13 were used, with their relatively small ATE, the predicted energy cost

savings would be just over $2 billion per year. If Site 8 were used, with its relatively imprecisely-

estimated and large ATE, the predicted national savings would be approximately $5 billion per

year. These values are mechanically connected to the dispersion in the ATEs, so the range from

smallest to largest is again around 240 percent.

4.2 Site E¤ects Conditional on Observables

Without controlling for observables X, we have shown that there is economically signi�cant varia-

tion in site e¤ects. Controlling for X could either increase or decrease the remaining variation in

site e¤ects. Mathematically, if the site-level means of �X and 
Z are negatively (positively) corre-

lated, then controlling for �X increases (decreases) the dispersion of the unexplained site e¤ects.

What happens in the OPOWER context?

One way to answer this question would be to extrapolate from each of the 14 sites to each

of the other 14 sites, controlling for di¤erences in characteristics observed in both sites, and test

how well ATEs predicted from Sample data match true ATEs estimated in a Target. However, in

many sites the � parameters are imprecisely estimated, making it di¢ cult to control for observable

di¤erences across sites. The most precise way to estimate these parameters is to pool data from

all 14 sites. Given our data, this pooled approach is a "best-case scenario" in terms of precisely

estimating the ��s, and it is clearly better than what would be available in the typical scenario with

a given number of observations from only one site.

Table 5 presents a series of regressions that pool data across all sites, control for di¤erent

con�gurations of observables, and estimate the residual variation in site e¤ects. Indexing sites by

r, the estimating equations are:

Yirt =
RX
r=1

�rTirPirt + (�Xirt)TirPirt +
RX
r=1

(�rXirt)Pirt +
RX
r=1

�rPirt + �ir + "irt (11)

The parameters of interest are the unexplained site e¤ects �r, which are equal to 
Z in the

notation from our model in Section 2. The � parameters capture how observables X moderate

the treatment e¤ect; these are assumed to be constant across sites. The regression controls appro-

priately for lower-order interactions, capturing site-speci�c post-treatment di¤erences through �r
and interactions of X variables with the post-treatment dummies through the vectors �r.

9 This

9Missing X variables are generated using conditional mean imputation. When a variable is observed at other
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equation is comparable to Equation (??), except that it allows for heterogeneity on observables and
omits month dummies for computational reasons; these dummies have essentially zero impact on

the point estimates or standard errors in the site-level regressions.

Column I of Table 5 includes only the site dummies and site-speci�c post-treatment dummies

as right-hand-side variables. As shown at the bottom of the table, the standard deviation of the

site-speci�c e¤ects is 0.608. As with the unconditional estimates, the largest b� is 2.4 times larger
than the smallest. We perform an F test of the joint hypothesis that all site e¤ects � are equal.

The F statistic is 4.24, and the hypothesis is rejected with a p-value of less than 10�6.

Column II controls for the frequency with which the Home Energy Reports are delivered. Be-

cause the regression includes site dummies, the frequency controls are identi�ed entirely o¤ of the

three sites where frequency was randomly assigned within site. The omitted frequency is quarterly,

and monthly treatment has a 0.47 percent larger ATE, with bimonthly having an imprecisely-

estimated 0.05 percent larger ATE. These controls shift the site e¤ects � to their predicted values

if all reports were delivered quarterly. This actually slightly increases the standard deviation of the

��s, although it decreases the F statistic because it increases the standard errors on the estimatedb��s:
Column III controls for an indicator variable for whether the experiment is "Immature," or has

been running for less than six months. Allcott (2011) shows that the treatment e¤ects tend to

increase over the �rst six months, meaning that an experiment that has been running for one year

will mechanically have a smaller ATE than an experiment that has been running for two years.

However, the results in Column III show that controlling for this does not substantially change the

standard deviation of the site dummies or the F statistic.

In Column IV, we control for the interaction of heating and cooling degree days with the treat-

ment e¤ect. One additional average cooling degree day increases the treatment e¤ect in absolute

value by 0.073 percentage points. Heating degree days also appear to increase the treatment e¤ect,

but the coe¢ cient is much smaller and is not statistically distinguishable from zero. Although

the treatment e¤ect is not larger during colder periods, energy use is of course larger: the b�r co-
e¢ cients, which are omitted from the table to conserve space, show that one additional average

heating degree increases energy use by one to four percentage points, depending on the site.

At the bottom of Column IV in Table 5, we see that controlling for weather increases the

dispersion of the b��s. The primary reason is that experiments 10 and 11, which were in relatively
hot climates with large average Cooling Degree Days, had relatively small unconditional average

treatment e¤ects. After conditioning on weather, the unexplained residual site e¤ects are even

smaller relative to the other sites. Of course, it is also possible that the true functional form of the

relationship between weather and the treatment e¤ect is not linear. More generally, all columns of

Table 5 could be improved if they re�ected the true functional forms. We do not have enough data

to estimate this relationship between weather and the ATE more non-parametrically, however, and

households within the site, missing values are replaced with the site mean. Otherwise, it is replaced with the mean
value across all households in all 14 sites.
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it seems unlikely that our qualitative conclusion that unconfounded location does not hold would

be a¤ected by using di¤erent functional forms.

Column V controls for weather as well as all other observable characteristics from Tables 2 and

3. This increases the standard deviation of the b��s to 0.872 and inicreases the F-statistic for the
test of equal site e¤ects to 7.86. Column VI controls for all X variables from Columns I through

V, which further increases the dispersion of the b��s and the value of the F-statistic.
Even after pooling across all experiments, the � parameters may be imprecisely estimated in

�nite sample, and extrapolating based on an imprecisely-estimated model can actually worsen the

predictions. This is an additional reason why controlling for observables X could increase the

dispersion of b��s. We therefore include Column VII, which controls only for the X variables that

are statistically signi�cantly correlated with the treatment e¤ect with 90 percent con�dence in

Column VI. The dispersion of the site e¤ects and the value of the F-statistic are both higher in

Column VII than in Column VI, which suggests that imprecisely-estimated ��s are not the primary

reason why controlling for X increases the dispersion of the site e¤ects b�. Notice also that the
estimated � coe¢ cients are very stable across speci�cations.

One implication of the failure of unconfounded location is that this makes it di¢ cult to say

anything formal about uncertainty over a parameter in a Target population. In the Sample site,

the standard error on the estimated ATE properly captures uncertainty. When unconfounded lo-

cation holds, the standard error on the extrapolated parameter estimate is similarly an appropriate

measure of uncertainty. In the presence of unobserved site e¤ects, however, an analyst typically

takes (either formally or informally) one of two approaches when generalizing a site-speci�c result.

First, the analyst might rely on informal theoretical arguments about what are unobservables Z

and the magnitude of the di¤erence between 
E[Zirjr] in Sample and Target. Second, the analyst
might argue that Z is unknown, but the variance of 
E[Zirjr] across sites is small enough that a
site-speci�c estimate is of general interest.

In the OPOWER setting, this �rst approach is di¢ cult, as it is not obvious what factors Z

cause site-level heterogeneity. How large is the variance in site e¤ects? A di¤erent way of framing

the above F-tests is to compare the uncertainty over a Target population parameter generated by

sampling error to the uncertainty generated by unobserved site-level heterogeneity. As shown in

Table 5, the standard deviation in site e¤ects is around 0.6 percent, which is twice the simple

average of the standard errors on the 14 estimated Sample ATEs. This means that in this context,

with these sample sizes and unobserved site e¤ects, unobserved site-level heterogeneity causes twice

the parameter uncertainty in a Target population as classical sampling error.

The key empirical result from this section is that in the OPOWER context, there is economically-

signi�cant heterogeneity in treatment e¤ects across sites, and this heterogeneity is not explained by

individually-varying observable characteristics. This result is despite the fact that the treatment

is highly consistent across experiments and we observe a potentially-promising set of observable

characteristics that could moderate the treatment e¤ect. In this context, the assumption of uncon-
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founded location is not valid. This means that it is di¢ cult for any one speci�c potential partner

to use past results to predict e¢ cacy in their setting. In the next section, we test whether past

results could be used to predict the average e¢ cacy across a number of potential partners.

5 OPOWER Partner Selection Bias

In this section, we test the assumption of expected unconfounded location. The ideal way to test

this assumption would be to estimate Average Treatment E¤ects in the set of partner sites and

compare the distribution to the distribution of ATEs in non-partner sites. The problem is that by

de�nition, there have been no experiments in non-partner sites, so these ATEs cannot be estimated.

Instead, we test whether OPOWER partners di¤er from non-partners on site-level observable

characteristics that are correlated with the treatment e¤ect. These site-level characteristics will

not vary at the individual level within a site, so it would not be possible to control for them when

extrapolating from one site to another. In that sense, they are unobservables in the context of the

model in Section 2. To avoid confusion with individual-level characteristics X and Z, we denote

these site level observable characteristics by W .

Below, we detail the observable characteristics of OPOWER partners relative to other utilities,

estimate selection probabilities, and show that these selection probabilities are robustly correlated

with treatment e¤ects within the set of 14 existing partners. This correlation implies that there is

a "partner selection bias" that means that the average ATE for existing partners is not an unbiased

estimator of the average ATE that would be expected in future implementations.

5.1 Partner Data

In order to examine selection into partnerships with OPOWER, we gathered a dataset of electric

utility characteristics. Our sample includes the 939 electric utilities in the U.S. with more than

10,000 residential customers. There are another 2100 utilities that are smaller, most of which are

rural cooperatives or small �rms in states with competitive retail electricity markets, but we omit

these because OPOWER has no partners with fewer than 10,000 residential customers. About �ve

percent of utilities operate in multiple states. In order to model how state and local policies a¤ect

utilities�decisions, a utility is de�ned as a separate observation for each state in which it operates.

We focus on characteristics that could be correlated with selection into treatment and/or the

site�s treatment e¤ect. These could include the utility�s ownership structure (Cooperative, private

"Investor-Owned Utility" (IOU), Municipal, or Other Government), average residential energy

usage, number of residential consumers, and prices. These variables were all gathered from a

regulatory �ling called Energy Information Administration (EIA) Form 861. An existing focus

on energy conservation and green energy would presumably increase selection probability and be

correlated with the population�s receptiveness to the treatment. We therefore include the utility�s
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spending and total estimated e¤ects of energy conservation programs and the percent of customers

that have voluntarily enrolled in "green pricing programs" that sell renewably-generated energy at

a premium price, also from Form 861.

Similarly, utilities with customer populations that are higher-income, better educated, and more

liberal might be more interested in and responsive to the treatment. We thus include state-level

average income, the percent of residents with a college degree, and the percent of voters that voted

for a Democratic candidate for the House of Representatives in elections between 2000 and 2008.

These three variables are from the U.S. Census (2010a, 2010b, 2010c). Finally, since state energy

regulation has been an important driver of OPOWER�s business, we include whether the state

has an Energy E¢ ciency Portfolio Standard (EERS), using data from the Pew Center on Global

Climate Change (2010). Using data from the the U.S. Department of Energy (2010), we also

include whether the state has a Renewables Portfolio Standard (RPS), which is a policy similar

to the EERS that requires utilities to purchase a given percentage of its energy from renewable

generation sources such as wind, solar, or geothermal facilities.

Column 1 of Table 6 presents the means and standard deviations of each of these characteristics

across the 939 utilities in the sample. Columns 2 and 3 show the same statistics for OPOWER�s

45 partners and 894 non-partners, respectively. Column 4 tests whether the characteristics are

balanced between the two groups. Eleven out of 15 are unbalanced with more than 90 percent

con�dence, and an F-test easily rejects the hypothesis that the observables are jointly uncorrelated

with partner status. OPOWER�s partners clearly di¤er on site-level observables Wr.

5.2 Tests and Results

Table 7 presents a series of tests for whether observable characteristics that are correlated with

selection into partnership are also correlated with the treatment e¤ect. The �rst three columns focus

on each observable characteristic in isolation, while the latter four columns include multivariate

selection equations.

5.2.1 Univariate Selection

Columns I through III demonstrate whether each individual observed site-level characteristic Wr

suggests positive or negative selection. Column I presents the univariate correlation of the char-

acteristic Wr with b� r across the 14 existing experiments. This is estimated with the following
regression:

b� = �W + �0 + � (12)
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We use the b� r from Column I of Table 5, although the results that follow are robust to using

site e¤ects conditional on di¤erent sets of X characteristics given that these X�s explain little of the

variability in � . Recall that the treatment reduces energy demand, so "stronger" ATEs are more

negative. Column I shows that the ATE is statistically signi�cantly stronger for Cooperatives,

less strong for Investor-Owned Utilities and utilities with larger customer bases, stronger in states

that are richer and better educated, but less strong in states with more democratic voters. All

14 existing experiments are in states with Energy E¢ ciency Resource Standards and Renewables

Portfolio Standards, so a univariate b� cannot be calculated for these variables. Standard errors are
robust and clustered by utility.

Column II estimates a univariate probit model using the following equation:

Pr(T = 1jW ) = � (�W + �0) (13)

Column II shows that Cooperatives are statistically signi�cantly less likely to partner with

OPOWER, as are utilities with higher mean usage per customer per year. Investor-Owned Utilities

and utilities with more customers and higher prices are statistically signi�cantly more likely to

partner with OPOWER, as are utilities in weathier, better educated, and more Democratic states.

The product of the signs from Columns I and II tells us which direction each individual observ-

able in�uences partner selection bias. For example, Investor-Owned Utilities have weaker ATEs

in the 14 existing sites, and they are more likely to partner with OPOWER, so this variable in

isolation suggests negative selection. A more direct way to see how each observable W in�uences

selection is in Column III, which presents the coe¢ cient of a regression of the ATE on the selection

probability:

b� = �cPr(T = 1jW ) + �0 + " (14)

Column III has robust standard errors, clustered by utility, and also accounts for the uncertainty

in the estimate of cPr(T = 1jW ) using a procedure adapted from Murphy and Topel (1985). The

results of Column III show that two variables, the indicator for Investor-Owned Utility and the

log of the number of residential consumers, statistically signi�cantly suggest negative selection.

Another nine variables have statistically insigni�cant indications of negative selection, while two

give highly imprecise statistically insigni�cant indications of positive selection.

5.2.2 Multivariate Selection

The above univariate selection estimations were presented to build intuition around how each

individual site-level observable is associated with the treatment e¤ect and the selection probability.
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We now present results of multivariate selection equations. Columns IV, V, and VI of Table 7

estimate Equation (13) with di¤erent con�gurations of observables. Column IV estimates the

selection probit with all observables W , while Column V includes only the observables that are

statistically signi�cant in Column IV, and Column VI chooses a third con�guration.

IOUs and Municipal utilities are statistically signi�cantly more likely to partner with OPOWER,

relative to Coops and utilities owned by Other Government entities. Utilities with higher mean

energy usage per residential customer are less likely to partner with OPOWER. Larger utilities

in states with higher median income are more likely to partner. Across the four columns, the

magnitudes and statistical signi�cance of these correlations are robust to these di¤erent subsets of

observable characteristics.

From each of these three selection equations, a selection probability cPr(T = 1jW ) is �tted. The
bottom three rows in the table then present the estimated b� from Equation (13) using the �tted

selection probability from each column. In each of Columns IV, V, and VI, the b� is positive and
statistically signi�cantly di¤erent from zero. Again recalling that larger treatment e¤ects are more

negative, a coe¢ cient of 1.8 means that a ten percentage point increase in selection probability is

associated with about a 0.18 percentage point weaker ATE, which is just under one tenth of the

mean of the 14 ATEs. This is robust evidence of negative selection on observables: utilities whose

observable characteristics make them more likely to have partnered with OPOWER have smaller

treatment e¤ects.

Column VII further tests the robustness of the negative selection �nding by testing whether it

is driven by any one variable. In each row of this column, the selection probit in Equation (13) is

estimated using all other observables except the one corresponding to the row. The �tted selection

probability is then used to estimate Equation (14), and Column VII presents the correspondingb�. For example, in the �rst row, the selection probit is estimated using all observables except the
1(Coop) indicator variable. Using that subset of observables, b� = 1:68, meaning that the negative
selection result is robust to the exclusion of 1(Coop). The coe¢ cients in Column VII are highly

robust: all but one are between 1.60 and 1.72, while excluding the log of the number of residential

customers indicates much stronger but more imprecisely estimated negative selection.

Figure 6 is a graphical presentation of these results. On the horizontal axis is the �tted selection

probability for each of the 14 existing experiments, using the selection equation estimated in Column

IV of Table 7. On the vertical axis is the ATE. The slope of the best �t line is � = 1:65, as reported

at the bottom of Column IV.

When presented with these statistical results, OPOWER�s management suggested that negative

selection is driven by a version of the "diminishing returns bias" discussed in Section 2. Utilities

that are more likely to partner with OPOWER are also likely to be running other energy conser-

vation programs. These other programs have eliminated many of the lowest-cost opportunities for

homeowners to conserve energy. Some of the empirical results suggest this: utilities with lower av-

erage usage may have reduced this usage partially through previous energy conservation programs.
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These utilities have weaker ATEs in the OPOWER program, yet they are more likely to partner

with the company. Similarly, the EIA Form 861 data show that Investor-Owned Utilities spend

much more on energy conservation programs, which could render the marginal program o¤ered by

OPOWER less e¤ective. IOUs have weaker treatment e¤ects, but they are more likely to partner

with OPOWER.

The takeaway from this section is that OPOWER�s partners di¤er on site-level observable

characteristics that are correlated with the treatment e¤ect. Unless the relationship between these

site-level characteristics and the treatment e¤ect can be precisely estimated and partialled out,

the distribution of ATEs in existing sites is unlikely to re�ect the distribution of ATEs in future

potential sites. Even if there were enough partner sites to precisely estimate how treatment e¤ects

vary with the site-level observables W , the fact that there appears to be selection on observables

suggests that there could also be selection on unobservables.

6 Partner Selection in Micro�nance

We imagine that the potential for partner selection bias is not limited to the OPOWER example.

As one further empirical example, we examine what types of micro�nancial institutions (MFIs)

partner with US-based academic organizations to do randomized �eld experiments. Unlike with

OPOWER, we do not have a set of ATEs for the same treatment across di¤erent MFIs, as many

micro�nance �eld experiments are tests of more nuanced hypotheses instead of straightforward

impact evaluations. Therefore, we do not show, as we had with OPOWER, that treatment e¤ects

are correlated with selection probabilities. Instead, we show that MFIs that carry out randomized

experiments di¤er on observables that could in�uence the results of these experiments.

Aside from being an area of general interest to economists, micro�nance is also a convenient area

to quantitatively examine partner selection, for two reasons. First, there are many micro�nance

�eld experiments with many partners. Third, there is a centralized global database of MFIs that

both de�nes the set of potential partners and contains relevant partner characteristics.

The database we use is called the Micro�nance Information Exchange (MIX), which includes

information on the characteristics and performance of 1903 MFIs in 115 countries. We consider

characteristics that might be correlated with the outcomes of di¤erent �eld experiments, including

Non-Pro�t status, the age of the organization, number of borrowers, percent of borrowers who are

women, average loan balance, MFI expenditures per borrower, ratio of borrowers to sta¤members,

and repayment rates. Of course, the characteristics correlated with the treatment e¤ect will vary

depending on the treatment, whether it is the presentation of consumer credit o¤er letters as in

Bertrand et al. (2010), variation in consumer loan interest rates as in Karlan and Zinman (2009),

or the opportunity to take out a micro�nance loan as in Banerjee, Du�o, Glennerster, and Kinnan

(2009). Table 8 presents descriptive statistics.

22



For each MFI in the database, we then determined whether it had partnered with major aca-

demic groups to carry out a randomized experiment. This was done using the lists of partners on

the Jameel Poverty Action Lab, Innovations for Poverty Action, and Financial Access Initiative

websites. Roughly two percent of MFIs listed on MIX have partnered with one of these groups on

randomized controlled trials.

Column 1 of Table 9 shows the unconditional correlation of each MFI characteristic and whether

an MFI is an experiment partner. Columns 2-5 of the same table present probit regressions of

the "experiment partner" dummy variable on various sets of characteristics. These columns are

analogous to Equation (13) in the previous section.

The signs and magnitudes of the correlations are robust, although the signi�cance levels vary

across the �ve columns. The most robust results are that for-pro�t, larger, and older MFIs are

more likely to carry out randomized trials. This is quite natural: experiments require stable,

well-managed partners and large sample sizes. MFIs with a larger share of women borrowers and

smaller average loan balances also appear to be more likely to run experiments, and both of these

factors could a¤ect baseline repayment rates. There is also suggestive evidence that MFIs with more

borrowers per sta¤member and, relatedly, lower cost per borrower are more likely to be experiment

partners. The number of sta¤ per borrower could a¤ect baseline repayment rates through improved

monitoring and could also in�uence the e¢ cacy of interventions that require attention from MFI

personnel. A �nal suggestive correlation, which is also not statistically signi�cant, suggests that

partner MFIs have less Portfolio at Risk, which corresponds to better 30-day repayment rates.

The bottom row of the table presents Chi-Squared tests of whether observables predict selection

into partnership. In all four probit regressions, this test strongly rejects that partner MFIs do not

di¤er on observables. Of course, whether this implies that a treatment e¤ect or comparative static

di¤ers between a Sample and the set of potential Target sites depends on the treatment or theoretical

prediction in question. This empirical evidence simply suggests that researchers should continue

to exercise caution in extrapolating results from past experiments to the broader population of

micro�nancial institutions.

7 F-Test of Sub-Site Heterogeneity

7.1 Overview

In Section 4, we showed that unconfounded location does not hold in the OPOWER setting.

Documenting this required having data on multiple sites. The di¢ culty of generalizing, of course,

is that we do not know the parameter value in the Target. We must decide whether to assume

unconfounded location, without being able to explicitly test this assumption. In this section, we

present a suggestive test of whether unconfounded location might hold.

The test is an F-test for whether the treatment e¤ect varies by "sub-sites" within a site. The
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intuition is that unconfounded location requires that observable characteristics capture all hetero-

geneity between sites. But a "site" can be arbitarily de�ned: for example, an OPOWER program

could be randomized across an entire state population, a county, a city, or a neighborhood. If the

program were implemented at the state level and there is unexplained heterogeneity across cities

within the state, this means that there are unobserved factors that a¤ect the treatment e¤ect within

di¤erent sub-sites within the state. These same unobserved factors could also confound extrapola-

tion from the one Sample state to an adjacent state. Unexplained geographic heterogeneity within

the Sample site is suggestive of unobserved heterogeneity across sites.

The sub-site is di¤erent depending on the context. In the OPOWER experiments, a sub-site

can be a county, zip code, or Census tract. In an education experiment carried out across a set of

schools, a sub-site could be a city, a school, or a teacher. In a job training program implemented

at the state level, a sub-site could be a county, a city, or an individual training center.

To carry out the test, de�ne a vector of sub-site indicator variables M . Then run the following

regression, which interacts M and observable characteristics X with the treatment indicator and

controls for lower-order interactions:

Yi = [�Mi + �Xi] � Ti + �Mi + �Xi + "i (15)

The F-test of sub-site heterogeneity is a test of the joint hypothesis that all ��s are equal. Notice

that Equation (15) is the simplest implementation of this regression, and there are other possible

versions. For example, the regression we use below to implement the test in the OPOWER context

involves pre- and post-treatment data and household �xed e¤ects.

Of course, the unconfounded location assumption cannot be tested directly, and this test is

only a suggestive test. False failures to reject are certainly possible. An important reason for a

false failure to reject is that geographic heterogeneity could occur at a higher level than the site.

A treatment with homogeneous e¤ects across sub-sites in Kenya could still have di¤erent e¤ects

in India. Similarly, there could be partner-level e¤ects that a¤ect the entire set of sub-sites. A

treatment carefully implemented across many sub-sites by a partner in California might be poorly

implemented by another potential partner in New Jersey. Furthermore, if the statistical power of

the test is low, perhaps because there are few observations within each sub-site, the test could also

falsely fail to reject. Therefore, a failure to reject is not good evidence that unconfounded location

holds.

However, the converse is more likely to be true: rejecting equality of � is stronger evidence

that unconfounded location does not hold. Certainly, false rejections are possible: if Sample and

Target both have sub-site heterogeneity, it is possible that the distribution of sub-site heterogeneity

is identical in the two places. For example, if a treatment e¤ect is a function of teacher quality,

and two school districts have the same distribution of teacher quality, the test could reject equal

��s, yet the average treatment e¤ect in each district could be the same. However, rejecting equality
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puts a burden on the analyst who wants to extrapolate from a Sample to a di¤erent Target: the

analyst must argue that the distribution of unobserved sub-site e¤ects is the same.

While this test is only suggestive, so are common tests of internal validity. The overidenti�cation

test has false rejections, when all instruments are valid but act on di¤erent sets of compliers with

di¤erent Local Average Treatment E¤ects, as well as false failures to reject, when all instruments

are equally biased. In the Regression Discontinuity context, it is common to test whether control

variables are discontinuous around the cuto¤ (Lee and Lemieux 2009). There could be false failures

to reject: even if no observable characteristics are discontinuous at the cuto¤, there could be

unobservables that are. In principle, there could also be false rejections: if there are discontinuities

in observable variables but not in unobservables, in some contexts these might be controlled for,

allowing a consistent estimate of the treatment e¤ect at the cuto¤.

7.2 Sub-Site Heterogeneity in OPOWER Experiments

We now present the results of the F-test for sub-site heterogeneity in the context of the 14 OPOWER

experiments. In this context, the empirical implementation of Equation (15) also includes household

�xed e¤ects, time controls, and interactions of X and M with the post-treatment indicator Pit:

Yit = [�Mi + �Xi] � TiPit + [�Mi + �Xi] � Pit + �t + �i + "it (16)

In separate tests, we de�ne sub-sites at two di¤erent levels: Census tract and zip code.10 In

each experiment, we control for the set of observed X variables detailed in Tables 2 and 3. Standard

errors are robust and clustered by household.

As a visual illustration of the test, Figure 6 presents the the distribution of sub-site heterogeneity

in Experiment 3, when a "sub-site" is de�ned to be each of the 81 Census tracts within the site.

In other words, Figure 6 plots the elements of the b� vector, normalized to have mean zero. After
this normalization, the sub-site point estimates range from -7.5 to 5.2 percent, with a standard

deviation of 1.9 percent. Of course, this �gure is illustrative only: it is not a statistical test of

whether � = 0. This is because the distribution of estimated sub-site ATEs depends both on the

true underlying distribution and the precision with which they are estimated.

Table 10 presents the formal results of the F-tests of sub-site heterogeneity for each of the 14

OPOWER sites. Columns 3 and 4 present the results for sub-sites de�ned by zip codes, while

Columns 5 and 6 present the results for sub-sites de�ned by Census tracts. At each site, the results

tend to be fairly consistent between the two levels of geographical aggregation. At sites 6 and

13, the F-tests reject that ��s are equal with greater than 90 percent con�dence at both levels of

aggregation, and at sites 5 and 14, the F-tests reject equality at one at one level of aggregation

10 In several cases, we aggregate sub-sites when the total number of households in a sub-site was less than 100. This
is an ad-hoc approach to address concerns over non-normality of the error distribution in �nite sample.
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and nearly reject (with 89 percent con�dence) at the other level. At site 3, the test rejects equality

at the tract level but not at the zip code level. At all other sites, however, the tests fail to reject

equality.

Why does the F-test reject at these �ve sites and not others? One likely explanation is that these

experiments have fewer X variables which can control for observable treatment e¤ect heterogeneity.

As shown in Tables 2 and 3, these sites have slightly poorer coverage; in particular, the First

Comparison variable is not available in sites 13 and 14, and this variable is strongly correlated with

the treatment e¤ect. Including additional X variables tends to decrease the precision with which

the sub-site e¤ects are estimated, making it less likely that the F-test will reject that the ��s are

equal.

The results illustrate the possibility of false failures to reject: as we showed in Section 4,

unconfounded location does not hold for these experiments, yet in many cases the F-test fails

to reject equality of the ��s. These failures to reject likely result either from insu¢ cient power,

meaning that there are are too few observations to precisely estimate the sub-site heterogeneity, or

from the fact that there are unobservables Z with more variation between sites than within sites.

However, in the several sites where the F-test does reject equality, this result would correctly force

the analyst to proceed with caution in extrapolating results to other sites.

8 Conclusion

While external validity has long been of concern to empiricists in economics and other �elds, there

have been few opportunities to quantitatively assess the ability to generalize parameter estimates

across settings. This paper exploits a remarkable opportunity by analyzing a series of nearly-

identical energy conservation �eld experiments run by OPOWER in a number of di¤erent sites

across the U.S. We document signi�cant heterogeneity in treatment e¤ects across sites and show

that observable population characteristics explain very little of this variation. Furthermore, we show

that the electric utilities that partner with OPOWER di¤er from those that do not on observable

characteristics that correlate with the treatment e¤ect, suggesting a negative selection into the

experiments. The data in this setting reject location unconfoundedness and expected location

unconfoundedness, the assumptions required for our two notions of external validity.

While our quantitative results are speci�c to this set of energy conservation experiments, we

argue that two messages are of general interest. First, unobservables at the individual level that

a¤ect internal validity have received more rigorous attention than unobservables at the population

level or in the economic environment that a¤ect external validity. In some settings, these unobserv-

ables can substantially a¤ect policy conclusions. Second, randomized experiments can su¤er from

a partner selection bias mathematically analogous to biases from selection of units into treatment.

This can systematically bias experimentally-estimated e¤ects away from the e¤ects that would be

realized by partners that do not select into treatment.
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What are the implications? First, these results by no means argue against internally-valid

estimators. Although the OPOWER experiments are not externally valid in our two senses, Allcott

(2011) shows that non-experimental estimates perform extremely poorly in the OPOWER context.

Internally-valid estimators from other Sample sites predict true ATEs at a Target site far better than

non-experimental estimators from the same Target. Second, when treatment e¤ects are di¢ cult

to generalize, these results suggest the importance of internally valid estimators in the Target

population of policy interest. For example, each of the OPOWER experiments is at a site where

the ATE is of some interest per se, as the partner utility decides whether to continue running the

program. If the e¤ects of large-scale social programs are of interest, this means that it is especially

important to implement the program with a randomized trial, as has been done with conditional

cash transfer programs in several countries.

Third, in presenting results of completed projects, researchers can clearly de�ne whether there

is a di¤erent or larger Target population of policy interest and provide quantitative descriptive

statistics and qualitative discussion of how it might di¤er from the Sample in ways that moderate

the treatment e¤ect. Similarly, researchers can discuss how the economic environment and the

treatment itself might vary across settings or be di¤erent in a setting of particular policy interest.

Fourth, researchers can attempt to carry out similar �eld experiments in multiple locations. The

locations would ideally be chosen to lie in di¤erent parts of the distribution of factors that moderate

the treatment e¤ect. Finally, some have argued that "mechanisms" can in some circumstances be

more easily generalized across sites and domains than average treatment e¤ects for speci�c projects

(Deaton 2010, Ludwig, Kling, and Mullainathan 2011). If this were the case, researchers can focus

on identifying mechanisms upon which policy decisions hinge and designing empirical studies to

tease them out.
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Tables

Table 1: Overview of Experiments

Experiment N
Number Region Start Date Households Treated Obs

1 Urban Midwest July, 2009 37,484 18,790 1,264,375

2 Urban Midwest July, 2009 56,187 28,027 1,873,482

3 Rural Midwest January, 2009 78,273 39,024 3,421,306

4 Suburban Mountain October, 2009 11,612 7,254 394,525

5 Suburban Mountain October, 2009 27,237 16,947 914,344

6 West Coast October, 2009 24,940 23,906 570,386

7 Rural Midwest April, 2009 17,889 9,861 794,457

8 Urban Northeast September, 2009 49,671 24,808 1,712,530

9 West Coast October, 2008 79,229 34,893 3,121,879

10 West Coast January, 2009 25,211 5,570 985,148

11 West Coast January, 2009 17,849 3,852 672,629

12 West Coast September, 2009 39,336 19,663 671,990

13 West Coast March, 2008 59,666 24,761 2,543,372

14 West Coast April, 2008 24,293 9,903 1,036,768

Combined March, 2008 548,877 267,259 19,977,191

Table 2: Weather and Occupant Descriptive Statistics

Expr First Comparison Mean Age Median Income ($000s) Pct White HDDs CDDs

1 -1.28 (1.88) 50.5 (5.3) 84.5 (30.3) 0.85 (0.21) 13.5 (13.4) 2.7 (3.9)

2 -0.47 (1.17) 49.4 (5.7) 68.2 (25.9) 0.76 (0.3) 13.6 (13.4) 2.7 (3.9)

3 -0.05 (1.41) 45.1 (2.4) 62.2 (9.4) 0.96 (0.02) 16.6 (16.4) 1.7 (2.5)

4 -1.08 (1.55) 43.9 (4.2) 56.2 (16.5) 0.91 (0.04) 17.1 (14.8) 1.7 (2.7)

5 0.3 (0.93) 43.3 (4.4) 50.5 (16.6) 0.9 (0.05) 17.5 (14.8) 1.7 (2.7)

6 -0.3 (1.23) 50.3 (3) 49.5 (21.6) 0.66 (0.1) 4.1 (3.7) 2.3 (2.6)

7 0.09 (1.11) 52.9 (2.1) 38.8 (6.5) 0.95 (0.07) 18.8 (17.7) 0.7 (1.1)

8 -0.28 (1.26) 51 (2.7) 65.9 (23) 0.93 (0.1) 13.6 (12.4) 2.4 (3.6)

9 -0.26 (1.18) 47.2 (3.5) 71.5 (19.8) 0.8 (0.09) 13.3 (8.4) 0.5 (1.2)

10 0.05 (1.35) 55.3 (8) 43.8 (12.8) 0.79 (0.14) 2.7 (4.1) 10 (10.3)

11 0.27 (1.24) 57 (7.5) 42.1 (16.6) 0.81 (0.15) 2.8 (4.2) 10.3 (10.5)

12 -0.41 (1.63) 48.1 (3.5) 54.1 (13.8) 0.72 (0.22) 12.5 (6.2) 0.4 (0.6)

13 - 49.7 (4.4) 60.7 (14) 0.77 (0.15) 5.9 (6.6) 2.9 (3.1)

14 - 49.9 (4.2) 56.9 (12.7) 0.77 (0.15) 6 (6.64) 3 (3.2)

Experiment-level means. Standard deviations in parenthesis.
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Table 3: House Descriptive Statistics

Expr 1(Elec Heat) House Age Value ($000�s) 1(Pool) 1(Rent) 1(Single Fam) Sq Feet (000s)

1 - 44.6 (20.6) - - 0.05 (0.2) 0.89 (0.32) 2.76 (1.27)

2 - 48.6 (18.2) - - 0.1 (0.27) 0.75 (0.44) -

3 - 31.6 (28) 394 (139) - - - 1.66 (0.45)

4 0.2 (0.35) 23.4 (15.3) - - 0.23 (0.42) 0.87 (0.34) 2.25 (0.76)

5 0.11 (0.22) 26.5 (17.9) - - 0.36 (0.48) 0.7 (0.46) 1.91 (0.53)

6 - 59.2 (16.7) - 0.1 (0.31) 0.35 (0.4) 0.5 (0.5) 1.69 (0.52)

7 0.31 (0.46) - - - 0.05 (0.21) - -

8 - 58.7 (36.5) - 0.02 (0.15) 0.06 (0.22) - 2.03 (0.72)

9 0.07 (0.25) 31.2 (15.6) 361 (176) - 0.03 (0.16) - 2.2 (0.67)

10 - 27.1 (15.3) - 0.37 (0.48) 0.01 (0.08) 1 (0) 1.95 (0.67)

11 - 28.6 (6.6) - 0.06 (0.23) - 0.08 (0.27) 1.74 (0.51)

12 0.17 (0.38) 65.1 (25.4) 437 (293) - 0.06 (0.22) - 1.83 (0.77)

13 0.32 (0.47) 34.1 (16.4) 229 (149) 0.28 (0.45) 0.01 (0.1) - 1.84 (0.6)

14 0.12 (0.32) 43.1 (20.9) 174 (117) 0.04 (0.19) 0.01 (0.09) - 1.49 (0.43)

Experiment-level means. Standard deviations in parenthesis.

Table 4: Experimental ATEs and Cost E¤ectiveness

Experiment ATEs (%) CE (c/kWh)
Number Monthly BiMonthly Quarterly Monthly BiMonthly Quarterly

1 -1.83 (0.2) - - 2.02 (-0.22) - -

2 - -1.4 (0.19) -1.37 (0.19) - 4.09 (-0.56) 3.8 (-0.53)

3 -2.72 (0.18) - -2.26 (0.21) 2.64 (-0.17) - 2.04 (-0.19)

4 - -2.7 (0.44) - - 1.82 (-0.3) -

5 - - -1.64 (0.33) - - 5.36 (-1.08)

6 - -2.48 (0.25) - - 3.65 (-0.37) -

7 - -3.32 (0.54) - - 1.28 (-0.21) -

8 - -1.63 (0.15) - - 3.67 (-0.34) -

9 -1.96 (0.14) - -1.49 (0.2) 4.02 (-0.29) - 2.99 (-0.4)

10 -1.39 (0.34) - - 4.47 (-1.09) - -

11 - - -1.44 (0.51) - - 5.33 (-1.89)

12 - -1.89 (0.21) - - 2.27 (-0.25) -

13 -3.14 (0.37) - - 2.12 (-0.25) - -

14 - - -1.84 (0.43) - - 4.7 (-1.1)

Mean -2.21 -2.24 -1.67 3.05 2.80 4.04

Standard errors in parenthesis.

35



Table 5: Tests for Site E¤ects
I II III IV V VI VII

TxPostx(Experiment 1) -1.84 -1.37 -1.97 -1.54 3.82 4.12 4.19

( 0.20 ) ( 0.26 ) ( 0.21 ) ( 0.25 ) ( 0.92 ) ( 0.97 ) ( 0.94 )

TxPostx(Experiment 2) -1.38 -1.35 -1.53 -1.11 2.85 2.82 2.76

( 0.16 ) ( 0.19 ) ( 0.17 ) ( 0.21 ) ( 0.86 ) ( 0.90 ) ( 0.87 )

TxPostx(Experiment 3) -2.54 -2.25 -2.65 -2.33 0.88 1.21 1.08

( 0.15 ) ( 0.18 ) ( 0.16 ) ( 0.23 ) ( 0.76 ) ( 0.83 ) ( 0.77 )

TxPostx(Experiment 4) -2.70 -2.66 -2.86 -2.45 2.13 2.00 2.07

( 0.44 ) ( 0.49 ) ( 0.44 ) ( 0.47 ) ( 0.90 ) ( 0.98 ) ( 0.93 )

TxPostx(Experiment 5) -1.63 -1.63 -1.82 -1.41 1.13 0.89 0.95

( 0.33 ) ( 0.33 ) ( 0.34 ) ( 0.37 ) ( 0.80 ) ( 0.87 ) ( 0.81 )

TxPostx(Experiment 6) -2.49 -2.45 -2.71 -2.30 1.12 0.93 1.02

( 0.25 ) ( 0.33 ) ( 0.25 ) ( 0.26 ) ( 0.85 ) ( 0.93 ) ( 0.89 )

TxPostx(Experiment 7) -3.32 -3.28 -3.47 -3.21 1.00 0.89 0.95

( 0.54 ) ( 0.58 ) ( 0.54 ) ( 0.60 ) ( 0.96 ) ( 1.03 ) ( 0.98 )

TxPostx(Experiment 8) -1.62 -1.58 -1.79 -1.38 2.29 2.27 2.22

( 0.15 ) ( 0.26 ) ( 0.15 ) ( 0.20 ) ( 0.86 ) ( 0.94 ) ( 0.90 )

TxPostx(Experiment 9) -1.82 -1.48 -1.91 -1.71 1.95 2.19 2.22

( 0.13 ) ( 0.17 ) ( 0.13 ) ( 0.17 ) ( 0.79 ) ( 0.83 ) ( 0.80 )

TxPostx(Experiment 10) -1.48 -1.01 -1.62 -0.66 3.35 3.50 3.68

( 0.34 ) ( 0.38 ) ( 0.34 ) ( 0.46 ) ( 1.00 ) ( 1.05 ) ( 1.03 )

TxPostx(Experiment 11) -1.54 -1.54 -1.69 -0.68 1.91 1.81 1.76

( 0.52 ) ( 0.52 ) ( 0.52 ) ( 0.59 ) ( 1.06 ) ( 1.10 ) ( 1.08 )

TxPostx(Experiment 12) -1.86 -1.82 -2.05 -1.80 2.00 2.06 1.93

( 0.21 ) ( 0.31 ) ( 0.21 ) ( 0.23 ) ( 0.82 ) ( 0.89 ) ( 0.85 )

TxPostx(Experiment 13) -2.70 -2.22 -2.80 -2.47 1.63 1.83 2.05

( 0.42 ) ( 0.45 ) ( 0.41 ) ( 0.40 ) ( 0.85 ) ( 0.89 ) ( 0.86 )

TxPostx(Experiment 14) -1.43 -1.43 -1.53 -1.28 2.19 1.98 2.11

( 0.42 ) ( 0.42 ) ( 0.42 ) ( 0.43 ) ( 0.91 ) ( 0.94 ) ( 0.92 )

Table 5 continues on the next page.
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Table 5 (Continued): Tests for Site E¤ects

I II III IV V VI VII

Tx(Monthly)xPost -0.47 -0.46 -0.50

( 0.16 ) ( 0.15 ) ( 0.15 )

Tx(BiMonthly)xPost -0.05 -0.08 -0.07

( 0.22 ) ( 0.21 ) ( 0.21 )

Tx(Immature)xPost 0.51 0.48 0.46

( 0.13 ) ( 0.15 ) ( 0.14 )

TxPostxCDD -0.073 -0.074 -0.075 -0.060

( 0.030 ) ( 0.030 ) ( 0.030 ) ( 0.031 )

TxPostxHDD -0.005 -0.006 -0.009

( 0.008 ) ( 0.008 ) ( 0.008 )

TxPostxFirstComp 1.09 1.09 1.10

( 0.09 ) ( 0.09 ) ( 0.09 )

TxPostxCMeanAge -0.028 -0.028 -0.037

( 0.016 ) ( 0.016 ) ( 0.015 )

TxPostxCMedianIncome -0.0031 -0.0031

( 0.0038 ) ( 0.0038 )

TxPostxCPctWhite -0.030 -0.041

( 0.469 ) ( 0.469 )

TxPostxElecHeat -0.68 -0.69 -0.63

( 0.36 ) ( 0.36 ) ( 0.37 )

TxPostxHouseAge -0.0022 -0.0022

( 0.0028 ) ( 0.0028 )

TxPostxHouseValue -0.0010 -0.0010

( 0.0007 ) ( 0.0007 )

TxPostxPool -1.23 -1.22 -1.25

( 0.33 ) ( 0.33 ) ( 0.33 )

TxPostxRent 0.34 0.32

( 0.35 ) ( 0.35 )

TxPostxSingleFam -0.78 -0.79 -0.95

( 0.31 ) ( 0.31 ) ( 0.28 )

TxPostxSqFt -0.26 -0.25 -0.36

( 0.13 ) ( 0.13 ) ( 0.11 )

N (millions) 18.40 18.40 18.40 18.40 18.40 18.40 18.40

R2 0.005 0.005 0.016 0.094 0.099 0.101 0.080

F Stat (Regression) 1221 1140 4227 13189 4339 4081 3693

F Stat (Experiment Dummies) 4.24 3.91 4.18 4.64 7.86 8.12 8.76

Site E¤ects F-test p-Value 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

SD (Experiment Dummies) 0.608 0.625 0.608 0.735 0.872 0.953 0.974

All regressions include lower-order interactions of Post with all included X variables and with Experiment

dummies. Household �xed e¤ects. Standard errors are robust, clustered by household.
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Table 6: Partner Characteristics
All Partners Non-Partners Di¤erence

Mean: 1(Coop) 0.48 0.07 0.50 -0.43

SD (and SE): 1(Coop) ( 0.50 ) ( 0.25 ) ( 0.50 ) ( 0.04 )���

1(Investor-Owned) 0.18 0.62 0.16 0.46

( 0.39 ) ( 0.49 ) ( 0.37 ) ( 0.07 )���

1(Municipal) 0.25 0.27 0.25 0.02

( 0.43 ) ( 0.45 ) ( 0.43 ) ( 0.07 )

1(Other Government) 0.04 0.02 0.04 -0.02

( 0.19 ) ( 0.15 ) ( 0.20 ) ( 0.02 )

1(State Has EERS) 0.57 0.93 0.55 0.39

( 0.50 ) ( 0.25 ) ( 0.50 ) ( 0.04 )���

1(State Has RPS) 0.52 0.84 0.50 0.34

( 0.50 ) ( 0.37 ) ( 0.50 ) ( 0.06 )���

Conservation (/cust.-yr) 25.30 48.33 24.14 24.19

( 178.14 ) ( 69.87 ) ( 181.84 ) ( 11.97 )��

EE Spending (/cust.-yr) 15.38 25.10 14.89 10.20

( 138.16 ) ( 29.68 ) ( 141.43 ) ( 6.45 )

Mean Usage (MWh/year) 12.41 9.43 12.56 -3.13

( 3.41 ) ( 2.39 ) ( 3.39 ) ( 0.37 )���

Pct Green Pricing 0.72 1.58 0.67 0.90

( 4.98 ) ( 3.89 ) ( 5.02 ) ( 0.60 )

Price (cents/kWh) 10.59 12.21 10.51 1.70

( 3.20 ) ( 4.08 ) ( 3.13 ) ( 0.61 )���

State Med. Income 49.31 55.87 48.98 6.89

( 6.84 ) ( 5.51 ) ( 6.73 ) ( 0.84 )���

State Pct College 25.99 29.49 25.82 3.68

( 4.43 ) ( 3.82 ) ( 4.38 ) ( 0.58 )���

State Pct Democrat 49.09 55.46 48.77 6.69

( 9.36 ) ( 8.61 ) ( 9.28 ) ( 1.31 )���

log(Res. Customers) 3.66 5.69 3.56 2.13

( 1.26 ) ( 1.63 ) ( 1.15 ) ( 0.24 )���

N 939 45 894

F Test p-Value 0.000 ���
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Table 7: Selection and Associations with ATE
Column: I II III IV V VI VII

Speci�cation: Corr w/ ATE Probit Selection Probit 1 Probit 2 Probit 3 Leave Out

Dependent Variable: b� 1(Tr = 1) b� 1(Tr = 1) 1(Tr = 1) 1(Tr = 1) b�
1(Coop) -1.06 -1.11 13.3 0.65 1.68

( 0.33 )��� ( 0.24 )��� ( 16.5 ) ( 0.59 ) ( 0.49 )���

1(Investor-Owned) 0.72 1.04 5.1 0.63 0.41 1.65
( 0.19 )��� ( 0.19 )��� ( 3.0 )� ( 0.49 ) ( 0.20 )�� ( 0.49 )���

1(Municipal) -0.21 0.05 -40.8 1.20 0.68 0.92 1.70
( 0.24 ) ( 0.20 ) ( 659.4 ) ( 0.56 )�� ( 0.20 )��� ( 0.23 )��� ( 0.52 )���

1(Other Government) -0.04 -0.27 1.9 0.12 1.62
( 0.19 ) ( 0.38 ) ( 16.0 ) ( 0.65 ) ( 0.47 )���

Mean Usage (MWh/year) -0.12 -0.13 5.0 -0.05 -0.07 1.61
( 0.13 ) ( 0.03 )��� ( 6.9 ) ( 0.03 )� ( 0.03 )�� ( 0.47 )���

EE Spending (/cust.-yr) 0.010 0.000 479 0.000 1.65
( 0.007 ) ( 0.000 ) ( 2356 ) ( 0.000 ) ( 0.48 )���

Conservation (/cust.-yr) 0.003 0.000 105 0.000 1.65
( 0.002 ) ( 0.000 ) ( 271 ) ( 0.000 ) ( 0.48 )���

Pct Green Pricing -0.016 0.011 -13.5 0.012 1.62
( 0.037 ) ( 0.008 ) ( 50.1 ) ( 0.010 ) ( 0.47 )���

Price (cents/kWh) 0.035 0.055 6.2 -0.008 1.63
( 0.038 ) ( 0.021 )��� ( 11.1 ) ( 0.024 ) ( 0.46 )���

log(Res. Customers) 0.25 0.462 1.9 0.519 0.538 0.49 3.60
( 0.07 )��� ( 0.070 )��� ( 0.6 )��� ( 0.077 )��� ( 0.082 )��� ( 0.09 )��� ( 1.77 )��

1(State Has EERS) 1.03 0.42 1.67
( 0.25 )��� ( 0.28 ) ( 0.48 )���

1(State Has RPS) 0.74 0.26 1.66
( 0.23 )��� ( 0.26 ) ( 0.48 )���

State Med. Income -0.065 0.066 -5.3 0.060 0.055 1.61
( 0.024 )��� ( 0.012 )��� ( 3.4 ) ( 0.029 )�� ( 0.016 )��� ( 0.45 )���

State Pct College -0.009 0.081 0.1 -0.044 1.68
( 0.046 ) ( 0.018 )��� ( 2.8 ) ( 0.038 ) ( 0.47 )���

State Pct Democrat 0.018 0.030 2.6 0.013 1.72
( 0.005 )��� ( 0.011 )��� ( 1.9 ) ( 0.009 ) ( 0.50 )���

N 14 14 938 938 939

F Test p-Value 0.000 0.000 0.000

Psuedo R2 0.397 0.374 0.289

Coe¤: b� on cPr(T = 1) 1.65 1.86 1.87

SE (Murphy-Topel) ( 0.48 )��� ( 0.52 )��� ( 0.58 )���

SE (Robust) ( 0.37 )��� ( 0.39 )��� ( 0.43 )���

Robust standard errors in parenthesis, clustered by utility. *, **, ***: Di¤erent from zero with 90%,

95%, and 99% con�dence, respectively. Columns III, VIII: Standard errors also account for uncertainty in

estimated selection probability (Murphy and Topel 1985).

39



Table 8: MFI Summary Statistics�

Variable Mean Std. Dev. Min. Max. N
1(Non-Pro�t) 0.63 0.48 0 1 1804

MFI Age (Years) 13.99 10.43 0 115 1824

Borrowers (106) 0.06 0.4 0 7.54 1597

Pct Women Borrowers 0.62 0.27 0 2.12 1516

Av Loan Balance ($000�s) 1.42 3.07 0 64.09 1593

Cost per Borrower ($000�s) 0.18 0.19 0 1 1352

Borrowers/Sta¤ Ratio (103) 0.13 0.21 0 5.07 1589

Pct Portfolio at Risk 0.08 0.12 0 1 1551

1(JPAL, IPA, or FAI Partner) 0.02 0.13 0 1 1903
Currencies are in US dollars at market exchange rates. Percent of Portfolio at Risk is the percent of

gross loan portfolio that is renegotiated or overdue by more than 30 days.

Table 9: Micro�nance Partner Selection
Individual Correlation Probit 1 Probit 2 Probit 3 Probit 4

(1) (2) (3) (4) (5)

1(Non-Pro�t) -.022 -.45 -.54 -.49 -.60
(0.077)��� (0.16)��� (0.17)��� (0.16)��� (0.18)���

MFI Age (Years) 0.0014 0.02 0.02 0.02 0.03
(0.0004)��� (0.007)��� (0.007)��� (0.007)��� (0.006)���

Borrowers (106) 0.11 0.39 0.37 0.37 0.4
(0.03)��� (0.1)��� (0.1)��� (0.1)��� (0.11)���

Pct Women Borrowers 0.021 0.54 0.32
(0.014) (0.28)� (0.34)

Av Loan Balance ($000�s) -.0019 -.20 -.12
(0.00058)��� (0.07)��� (0.09)

Cost per Borrower ($000�s) -.050 -.33
(0.012)��� (0.54)

Borrowers/Sta¤ Ratio (103) 0.044 0.13
(0.028) (0.26)

Pct Portfolio at Risk -.023 -.57
(0.017) (0.66)

Const. -2.15 -2.45 -1.97 -2.23
(0.13)��� (0.23)��� (0.14)��� (0.3)���

Obs. 1557 1477 1553 1269

Psuedo R2 0.15 0.16 0.17 0.2

Prob>Chi2 0.000019 0.0000107 1.99e-06 1.89e-09

Dependent variable: 1(JPAL, IPA, or FAI partner). *, **, ***: Di¤erent from zero with 90%, 95%, and

99% con�dence, respectively. Standard errors in parentheses.
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Table 10: F-Test Results
Experiment Zip Tract
Number N p DOF p DOF

1 36,565 0.56 39 0.79 112

2 54,427 0.38 40 0.14 179

3 78,124 0.34 30 0.04 ** 80

4 11,591 0.75 4 0.93 31

5 27,115 0.10 4 0.02 ** 35

6 33,486 0.08 * 9 0.01 *** 35

7 17,677 0.19 44 1.00 32

8 49,510 0.55 25 0.73 87

9 78,841 0.99 39 0.41 167

10 25,145 0.49 4 0.23 32

11 17,665 0.41 3 0.17 30

12 39,178 0.48 20 0.94 112

13 42,129 0.07 * 28 0.00 *** 82

14 17,099 0.04 ** 27 0.10 70

Mean 37,754 0.39 23 0.39 77

N is the number of households at the Site. p and DOF are the p-value and degrees of freedom of the F

test. *, **, ***: � di¤erent from zero with 90%, 95%, and 99% con�dence, respectively.
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Figures

Figure 1: Home Energy Reports: Social Comparison Module

Figure 2: Home Energy Reports: Action Steps Module
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Figure 3: Map of OPOWER Locations

Figure 4: Predicted National Annual Savings
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Figure 5: Selection Probability and ATE

Figure 6: Distribution of Sub-Site E¤ects at Site 3
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