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Hayek’s argument. 

Knowledge relevant to 
allocation is dispersed, 
local, and tacit. It cannot be 
codified. Decisions are best 
made locally.

Centralization enables coordination.Decentralization uses local knowledge.
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•  is increasing and concave in   

• Physical  and information  asset are strict complements 

• Solo surplus with both assets 
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Remark. When information asset is inalienable, surplus maximizing regime depends on Vi , g′￼i .

Marginal value of investments for joint surplus and solo surplus.
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Countervailing force #3: Legislative requirements will limit centralization.  
• Antitrust, occupational licensing could prevent large AI-powered firms from forming. 

• Will AI have legal rights (e.g. hold bank accounts, personhood, liability)?  

↪︎ Yes – but more in the realm of politics and law than economics. 
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finance, and utilities. 

Early empirical evidence #2.   
Increases in centralized organizations – 

franchising, roll-ups, AI-native start ups.

Source: Institute for Local Self Reliance

C4 Concentration Ratio in Retailing on the Rise 

Instead of creating specialist silos, we hire versatile 
generalists who can solve problems across domains 

— When our growth PM needed better analytics, 
he didn't file a ticket with a data team—he built a 
self-serve system that anyone can use without SQL 
knowledge. 

— When our marketing lead needed to understand 
our customers better, she fed thousands of 
interactions into an LLM and created actionable 
personas that now guide our entire strategy.

Gamma AI Co-Founder on AI-Native Strategy 
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POLITICAL IMPLICATIONS & CONCLUSION

Political implication #1. Economic power begets political power.  
• Via lobbying the government. 

• Via control over the media and information landscape.  

• Via decreased bargaining power of labor unions. 

Political implication #2. Decreased incentive to invest in human capital.  
• Large change in asset valuations in history - hundreds of trillions of dollars. 

• Self-reinforcing cycle of centralization and reduced human capital. 

• Democracy is undermined without an educated public. 
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It eases bounds on information processing.
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