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This Project
Objective: Collect and organize the universe of publicly-available information 
on the design and statistical outcomes of (pharmaceutical) clinical trials 


Publicly-available sources  

• Scientific publications 


• Regulatory approval documents (from e.g., FDA) 


• Administrative database records (e.g., ClinicalTrials.gov) 


Approach: extract structured data from unstructured text w/ LLMs 


Challenge: value of data lies in our ability to control true/false positive rates

http://ClinicalTrials.gov


This Paper
We construct new data on the universe of published clinical trials indexed in 
PubMed / MEDLINE (2010-2022) 


Primary contributions

1. A method & workflow for use of LLMs that captures the benefits of frontier, 

proprietary models

• at a fraction (~3%) of the cost 

• with the transparency and reproducibility of open-source models 


2. New data on the universe of clinical trials that 

• correct classification errors in existing data, which generate spurious findings of 

increasing clinical trial production 

• shed light on compositional changes in scientific publications relevant to measures of 

research productivity 



Constructing Data on the Universe of Clinical 
Trials Disclosed in PubMed/MEDLINE




Sample of Interest
Prospective interventional clinical studies that primarily evaluate the effects of 
investigational or approved drugs on exclusively human subjects 


Publication occurs on or after 1 January 2010 


Exclude if:


• Clinical trial study protocol


• Meta-analysis


• Observational study 


• Dietary supplement, dietary choices, behavioral interventions, medical devices


Data: PubMed / MEDLINE: ~ 34 million records



Clinical Trials in PubMed / MEDLINE
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Standard Machine Learning Algorithms



Constructing Task-Specific Language Models
• We construct a large language model optimized for our task, using model 

distillation, in four stages:


1. Hand-labeling [~3k labels]


2. Prompt Engineering [~3 types / 3 subtypes, paper details our error analysis]


3. Noisy Label Extraction From Proprietary Models [OpenAI’s GPT-3.5, GPT-4]


4. Fine-Tuning [Set of open-source models]


[on model distillation—for construction of lightweight chatbots, see Taori et al. 2023, Chiang et al. 2023, Xu et al. 
2023; for completion tasks, see Liu and Low, 2023; for API queries, see Patil et al. 2023] 





Constructing Task-Specific Language Models
• Compute 64k “noisy” labels for 

randomly selected publications 
using the best-performing prompts 
for GPT 3.5 and GPT-4. 


• We use noisy labels to train off-the-
shelf BERT models from two 
classes:


• BigBird (125M + 355M param.)


• BioMedBERT (125M + 355M 
param.)


[Comparable performance for 7B and 70B 
LLaMA, but much more complex to train]



Constructing Task-Specific Language Models
Three observations


• We document a phase transition 
in model quality, in the number of 
training labels used (~8000 
labels).


• Models fine-tuned with labels 
extracted from a noisier model 
(GPT 3.5) exceed the performance 
of GPT 3.5. 


• Models fine-tuned with labels 
extracted from GPT 4 match the 
performance of GPT 4.



Constructing Task-Specific Language Models

Preferred sample: Conservative 

152,027 publications



Trends in Clinical Trial Production




Existing methods indicate sharply increasing trends … 
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cited as evidence for declining productivity in … 

[see Bloom et al. 2020, Goldin et al. 2024, Scannell et al. 2012, 
Pammolli et al. 2011, Ruffolo 2006, Cockburn 2004, 2006] 



We find stability in trial quantity,
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Trial quality
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Composition 

 ~60 percent of trials are never cited 
by a top-100 journal in medicine. 


The “best” and “worst” papers 
receive the same number of (3-yr) 
citations in each period.
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Geography 

Top four producers: 

1. United States 

2. China 

3. Germany 

4. Japan 




Classification errors capture growth in textually similar, non-trial papers
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Growth explained by 
changes in geography 
• ~ 11 percent increase in U.S.-based 

research

• ~ 60 percent increase in Europe-

based research 

• ~ 225 percent increase in China-

based research




Growth explained by 
changes in content 
• 50-120 percent increase in the 

number of meta-analyses and 
literature reviews 


[~ “geometric increase” in meta-analyses 
documented in Ioannidis et al. 2013]
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Takeaways




Language Models for Data Construction (generally)  

• Task-specific language models allow researchers to approximate the quality of 
frontier LLMs, at a fraction (here: 3%!) of the cost 


• The performance of bespoke models depends on the quantity and quality of 
labels 


• For our binary classification task: 


• iterative refinement of prompts + model distillation kept false positive and 
false negative rates below 5%. 



Trends in Clinical Trial Production (specifically)  

• Since ~1990, concerns about the productivity of the pharmaceutical industry 
have shaped policy [see Cockburn 2004, 2006 for a review of the evidence]


• (on drug pricing, on the structure of federal subsidies for R&D, on regulatory 
standards for new medicines . . . )


Key evidence: 


‣ # new molecular entities approved by FDA constant? [yes]


‣ dollars spent on pharma. R&D increasing? [Sertkaya et al. 2024 suggests no]


‣ # of clinical trials increasing? [our data suggests no]


• Refinement of a classification problem suggests a very different conclusion 
about the productivity of this industry 


