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Pretrained language models are trained on large sets of historical language data

(Radford et al., 2018; Devlin et al., 2019), which include newspapers, Wikipedia articles,

and snapshots of language across the entire internet (Liu et al., 2019). These data

contain information about statistical properties of the language—this information allows

pretrained models to perform several linguistic tasks (Brown et al., 2020). Language is

a key input into many kinds of analysis in social science (Gentzkow et al., 2019), and

pretrained language models that encode statistical information about the structure of

language can help researchers perform these analyses more effectively.

In addition to containing information about statistical properties of language, the

pretraining data of these models also contains information about the events encoded in

the language. This information may lead analysis that uses pretrained models to exhibit

a new form of temporal lookahead bias (Lopez-Lira and Tang, 2023; Glasserman and Lin,

2024; Halawi et al., 2024). A researcher, for example, may be interested in analyzing

a firm’s future risks given the language of one of its earnings calls. If information

about the firm’s future outcomes is in the language of a model’s pretraining corpus, the

researcher’s analysis may mislabel the language model’s information about these future

outcomes as a genuine example of the model’s predictive ability.

This form of lookahead bias from pretraining can affect several applications of

language models in social science. Many questions in social science involve a form

of prediction (e.g. Kleinberg et al., 2015): A researcher may be interested in a firm’s

risk factors, a politician’s electoral prospects, or a country’s growth opportunities. The

additional information in a language model’s pretraining corpus may help a researcher

analyze these questions by allowing her to perform new transformations on language

data. However, this additional information in the pretraining corpus may also leak the

content of historical events, which could lead a researcher to mismeasure the predictive

performance of her analysis.

In this paper we develop direct tests for lookahead bias in pretrained language

models. Tests for lookahead bias are crucial for assessing whether forecasts made

using these language models are valid. Our tests rely on the assumption that some

information is unpredictable given an information set of interest. We apply these tests

in two settings: Predicting risk factors from corporate earnings calls from before the

COVID-19 pandemic and predicting the outcomes of close U.S. House elections from

candidate biographies. We find strong evidence of lookahead bias. We additionally

show that prompting-based approaches do not eliminate the potential for lookahead

bias. Finally, we discuss analysis procedures that would address this bias.

1



Figure 1: Language model outputs can leak information about future events.

Notes – This figure reports the output from a pretrained language model (Llama 2-70B) that is
queried with an earnings call for Zoom Video Communications, Inc from 2019 and instructed
to predict the firm’s risk factors for 2020. The output contains a clear reference to a language
sequence that did not exist during the analysis period: “COVID-19 pandemic.” In addition, the
output mentions “remote work,” which, while not inherently unpredictable, was a risk factor
that became more prominent after the beginning of the COVID-19 pandemic. We provide
additional details on the generation procedure in Appendix A.1.

Figure 1 provides an example of how information about future events can leak

into outputs from a pretrained language model. We query a language model with

an earnings call for Zoom Video Communications, Inc from September 5, 2019, and

instructions to generate potential risk factors for the firm over the following year.

Some of these risks relate to information from before the earnings call, including a

Zoom webcam vulnerability discovered in the summer of 2019. However, the language

model output also contains a clear example of information that occurred after the

earnings call: The output includes “COVID-19 pandemic”—a language sequence that

did not exist at the time of the call. In addition, the output discusses competition from

other videoconference software as “more companies shift to remote work.” While many

companies shifted to remote work in 2019, a larger shift occurred in 2020 after the start

of the COVID-19 pandemic. The “COVID-19 pandemic” output reveals that language

models can produce direct mentions to concepts that did not exist during the desired

analysis window. The “remote work” output suggests that additional information about
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historical events—even if not explicitly mentioned in a language model output—may

influence a language model’s generation process.

In Section 1 we define information leakage and lookahead bias in the context of using

pretrained language models to make predictions. Information leakage is a bias that

occurs when an algorithm generates language using information that is not contained

in the specified information set. We assume, for example, that an analysis procedure

that systematically generates the language sequence “COVID-19” displays information

leakage with respect to an information set that ends in November, 2019. Lookahead

bias is an important case of information leakage. It occurs when an analysis procedure

makes predictions that cannot be made with respect to the input language and the

specified information set. We assume, for example, that an analysis procedure that

uses language models to systematically and successfully predict the winner of close

elections displays lookahead bias with respect to information sets that end before these

elections. These biases can arise when the pretraining corpus of a language model

contains language that occurs after the analysis period. In addition, these biases can

arise when the pretraining data is selected based on information from after the analysis

period—this selection bias can occur even if the language of the pretraining data lies

fully before the analysis period. Both mechanisms for bias are present even if the text a

researcher uses to query the model does not leak information about the future.

In Section 2, we develop tests for information leakage and lookahead bias, and

find evidence of these biases. We first show that the outputs of language models

systematically leak information about future events. We prompt a language model with

the text of corporate earnings calls from September–November 2019 and instructions

to predict the risks for the firm in the call in 2020. We find that the language sequence

“COVID-19”—which did not exist at the time of each earnings call—appears in 6.8%

of generations. We also find more subtle evidence of information leakage about future

events. References to “pandemic” or “disease outbreak” are 3.6 times more common in

outputs that predict 2020 risks than they are in outputs that predict 2019 risks. In

addition, references to “pandemic,” “disease outbreak,” or “supply chain” are 35% more

common in outputs that predict 2020 risks than they are in outputs that predict 2019

risks.

We next show that predictions based on language model outputs can be affected by

lookahead bias. We argue that a strong test for whether an analysis that uses a language

model exhibits lookahead bias is whether it can predict an unpredictable event. We

evaluate whether a language model can predict an outcome of a close election—a
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“natural experiment” that is commonly assumed to be unpredictable prior to the date

of the election (Eggers et al., 2015). We show that even for very close elections, with

victory margins that range from 0.5% to 2%, a language model can predict the election

winner with 70–80% accuracy. These results provide evidence of lookahead bias in

analysis that uses pretrained language models.

Our tests are one-sided. They may not detect information leakage in all circum-

stances. But when our tests detect leakage, leakage is guaranteed with respect to the

assumptions about the information set. In this sense, the tests are conservative: They

are designed to find the most extreme symptoms of information leakage. If our tests

lead a language model to generate unpredictable language sequences, the model has

demonstrated the potential for lookahead bias. Many domains in economics—including

asset pricing and macroeconomic forecasting—make predictions in environments with

low inherent predictability. Any kind of lookahead bias could lead analyses in these

domains to mismeasure predictive performance.

In Section 3, we discuss prompting-based strategies to address these biases that

are based on changing the text used to prompt a a language model. We identify

limitations of these approaches. We show that including an instruction to not use

future information in a language model prompt does not eliminate information leakage.

We additionally show that censoring identifying information from a prompt—like the

date or company of an earnings call—does not guarantee this information cannot be

inferred from the censored prompt. We find that language models can predict 70% of

firm names from earnings call segments in which the firm name has been censored.

We also find that the year a language model infers from the text of an earnings call

segment with censored dates has a correlation of 0.79 with the actual year of the call.

These results are consistent with the findings in other domains that machine learning

models can infer identifying information from data, even if humans cannot infer it.1

Our results demonstrate that prompting-based strategies do not eliminate the potential

for lookahead bias.

In Section 4, we discuss analysis procedures that are not subject to information

leakage from pretraining. If a language model’s pretraining corpus contains language

from before the analysis window—and the corpus’ language is not selected based on

information from after the analysis window—an analysis procedure that uses this

language model does not have the potential for the kind of lookahead bias we discuss.

1For example, Gichoya et al. (2022) find that machine learning models can infer race from medical
images – even from images that the authors have “degraded” and from which humans cannot infer race.
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At minimum, we argue that researchers should separately report the performance of

analysis that occurs within a language model’s pretraining window and after a language

model’s pretraining window. We also identify a class of language models—language

models with time subscripts (for example, the StoriesLM family, Sarkar, 2024)—that can

be used to conduct analysis without the potential for lookahead bias. While these kinds

of models are not yet trained at the scale of the largest currently-available pretrained

models, they do allow researchers to perform transformations on language data without

the potential for lookahead bias from pretraining.

Related literature Our paper contributes to the literature on lookahead bias in social

science. Elton et al. (1996) show how mutual fund survivorship bias—which arises

when data availability for past periods is conditional on future performance—can

bias measures of fund performance. Kapoor and Narayanan (2022) identify cases of

“temporal leakage” in social science. In contrast to these papers, which discuss and

identify examples of information leakage in the data used by a researcher, our paper

develops tests for and finds evidence of a form of lookahead bias that arises from the

pretraining procedure of a language model that a researcher applies to data. Leakage is

a well-studied problem that can take many forms—in this paper, we study temporal

leakage from pretraining, which can arise when language models are used to make

predictions about future events.

Our paper also contributes to the literature on leakage in language models. One

part of this literature studies a form of leakage known as data contamination, which

occurs when a model is (pre)trained on data that is also in the test set used to evaluate

the model (Dodge et al., 2021; Golchin and Surdeanu, 2023; Sainz et al., 2023). For

example, Oren et al. (2023) present a procedure for identifying whether a language

model memorizes language from the test set. Another strand of this literature studies

a form of leakage that occurs when language models generate sensitive information

from the training corpus (Inan et al., 2021; Carlini et al., 2019, 2022). In contrast

to these papers, which study memorization of language sequences in the pretraining

corpus, our paper studies information leakage from the pretraining corpus. This form

of information leakage can occur even when a model does not leak exact language

sequences from the corpus.

One recently proposed strategy to assess lookahead bias is to separately report

analysis results from an “out-of-sample” portion of data that lies after a language

model’s pretraining cutoff (Jha et al., 2023; Bybee, 2023; Glasserman and Lin, 2024). All
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predictions on the “out-of-sample” portion will be free from lookahead bias. However,

if models perform similarly across samples, it does not mean there is no lookahead

bias on the original sample; the inherent predictiability may vary across samples (see

Section 4 for more discussion). Similarly, if models perform differently across samples,

it does not guarantee lookahead bias. In contrast, our tests assess whether a language

model generates unpredictable information. If our tests detect lookahead bias, the bias

is guaranteed.

In recent interesting work, Glasserman and Lin (2024) study the effects of lookahead

bias when using language models to predict stock returns from news headlines. They

propose to mitigate lookahead bias by removing company names from prompts, with

the goal of anonymizing the identity of a company and preventing a language model

from using future information about the company. The censorship strategy is valid

as long as a language model cannot infer information related to the company (e.g.

company name or industry) after identifying information is removed from a prompt.

We find that identifier censorship is not always a valid strategy. For example, we show

that after removing a firm’s name from an earnings call, a language model can still

predict which firm the call refers to with 70% accuracy. This evidence is consistent

with evidence in other domains that shows that machine learning models can infer

information from “degraded” data, even if humans cannot (e.g. Gichoya et al., 2022).

Finally, our paper contributes to the broader literature on pretrained language

models in economics and finance (e.g. Chen and Sarkar, 2020; Jha et al., 2020; Wu et al.,

2023; Rajan et al., 2023; Hansen et al., 2023). We find direct evidence of a new form of

lookahead bias that may affect analysis that uses these pretrained language models. We

identify analysis procedures that are not subject to the bias that can be used to advance

research in this area.

1. Organizing Framework

We define information leakage and lookahead bias in the context of pretrained lan-

guage models. Both these biases are defined with respect to an information set of

interest. Information leakage occurs when an algorithm produces language while using

information outside of the information set. Lookahead bias—an important example

of information leakage—occurs when an analysis procedure makes predictions that

cannot be made using the information set.
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1.1. Research Design

A researcher aims to predict an outcome Yt+1 from language data Xt. She requires that

her prediction only uses information available in a prespecified information set I . The

researcher’s object of interest is the following conditional expectation:

µ(Xt;I ) = E[Yt+1 | Xt;I ]. (1)

The researcher builds a model µ̂(Xt;I ) to approximate µ(Xt;I ). Throughout this

paper, we assume that the researcher’s information set I contains no information

made available after time t. We thus refer to µ̂(Xt;I ) as a predictive model; it uses the

information available at time t to make a prediction about an outcome at time t+ 1.

Many economic analyses involve building predictive models from language data.

We highlight examples from three domains below.

Finance. A researcher aims to predict a firm’s stock return Yt+1 over year t+ 1 given

the language of its earnings call Xt held in year t. As this exercise is predictive, the

researcher requires that the analysis only considers information I about the economic

environment made available in year t. The risk factors that influence this stock return—

which could be generated using language model outputs—should only correspond to

factors that are predictable from this past information.

Political economy. A researcher aims to predict whether a politician will win an

election Yt+1 given the language of the politician’s biography Xt. As this exercise is

predictive, the researcher only wants the analysis to consider information I about the

political environment made available prior to the election. Information about how

candidate characteristics may influence electability should be from prior to the election

at t+ 1.

Macroeconomics. A researcher aims to predict a country’s employment level Yt+1 in

year t+ 1 given the language of its monetary policymakers Xt in year t. As this exercise

is predictive, she only wants the analysis to consider information I about the economy

made available in year t. Information about how policies may influence employment

should be from prior to the realized employment period t+ 1.
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1.2. Leakage and Lookahead Bias

The researcher’s goal is to build a predictive model from language data. We focus

on a setting in which the researcher uses a pretrained language model as part of this

procedure.

A language model is a function f (X;M) that takes as input text X to generate new

text. Language models are pretrained on historical language data that corresponds

to an information set M. For example, the pretraining data can include Wikipedia

articles and snapshots of language across the internet (Liu et al., 2019). We include

the information setM in our notation to make a language model’s dependence on this

information set explicit.

A researcher can use many strategies to incorporate a language model into her

predictive model. One option is to use an analysis procedure µ̂(Xt;I ) = f (Xt;M) that

directly uses a language model to forecast Yt+1 from Xt. For example, a researcher

could query a language model to predict whether a candidate will win an election given

the candidate’s biography. The researcher could also indirectly incorporate language

model outputs using a transformation, µ̂(Xt;I ) = g(f (Xt;M);θ), parameterized by θ.

For example, the researcher could use a language model to generate risk factors from a

company’s earnings call, and then apply a risk pricing model to these generated risk

factors.

A researcher who uses a language model to make predictions faces a potential

problem: The language model may use information that is not contained in the desired

information set I . We refer to this problem as leakage. Specifically, leakage occurs

whenM ⊈ I . Since we consider settings in which the researcher’s information set I
contains information up to time t, leakage occurs when the language model is pretrained

using information from after time t.

To demonstrate how leakage can influence empirical analysis, note that the re-

searcher’s data follows the structural relationship,

Yt+1 = µ(Xt;I ) + εt+1

εt+1 ⊥⊥ Xt,I

since µ(Xt;I ) is a conditional expectation. In this sense εt+1 is the irreducible error
in this prediction task, corresponding to the component of Yt+1 that is unpredictable

from Xt and I . No function of a text sequence Xt and the information set I can be

correlated with εt+1. If a model’s predictions are correlated with the irreducible error,
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the model is using information not in the information set. We refer to this as lookahead
bias. Specifically, we define lookahead bias as

Cov(µ̂(Xt;I ),εt+1) , 0 (2)

Lookahead bias is a kind of information leakage that leads a language model-based

prediction procedure to use information not in the prespecified information set I .

1.3. Opportunities for Information Leakage

When does an analysis procedure that uses a language model have the potential for

information leakage—including lookahead bias? Consider an analysis procedure that

uses a language model whose pretraining data Di→j contains language from time i to

time j. Consider an information set It of all information up time time t. Information

leakage can arise if the language of the pretraining data includes information not in It,
or if the selection procedure of the pretraining data includes information not in It.

Information leakage from the language of the pretraining corpus. Information

leakage can occur when the pretraining data includes language from after the analysis

window, so that j > t. For example, a pretraining corpus may contain information about

the COVID-19 pandemic from 2020, while a researcher’s desired information set It
is information about economic events up to Fall 2019. Outputs from this language

model may use information about the pandemic that is not present in the researcher’s

specified information set.

Information leakage from the selection of the pretraining corpus. Information leak-

age can also occur when the pretraining corpus is selected based on information from

after the analysis period. For example, consider a language model whose pretraining

corpus consists of financial news articles about firms that have survived up to time k > t.

Even if the training cutoff date falls before the analysis period (j < t), the selection of

pretraining language based on firm survivorship may lead to lookahead bias in analysis

that uses the language model.

For example, suppose that small firms and large firms are equally likely to have poor

profits in a given quarter. However, when a small firm has poor profits it is more likely

to shut down than a large firm that has poor profits. This would lead the pretraining

corpus, which selects firms that have survived up to time k > t, to oversample higher-
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performing small firms. A language model pretrained on this corpus may thus generate

high estimates of the performance of small firms. This would lead to a bias in the

predicted performance for these firms—this bias would not occur if the pretraining

corpus was selected based on the researcher’s desired information set It.

2. Evidence of Information Leakage and Lookahead Bias

We develop tests to identify information leakage and lookahead bias from in pretrained

language models. Our tests are based on the assumption that, given an information

set of interest, some language sequences cannot be generated and some events cannot

be predicted. These tests are one-sided. While they may not identify all instances

of leakage, they will only detect leakage when it is present. We design our tests to

be conservative in this way so we can assess the potential for even the most extreme

symptoms of lookahead bias. We present results that find evidence of leakage and

lookahead bias in two settings: Predicting risk factors from corporate earnings calls

and predicting election winners from candidate biographies.

Section 2.1 shows that the content of language model outputs leaks information

about the future. We find that language sequences that did not exist at the time of the

analysis period appear in a language model’s generations. In addition, the frequencies

of generated sequences relate to information we argue was not the information set at

the time of the analysis period. Section 2.2 shows that inference based on language

model generations can be subject to lookahead bias. We find that a standard class of

“natural experiments” that are assumed to be unpredictable based on past information

can be predicted using a language model’s outputs.

2.1. Language model outputs can leak information about the future

How can we be certain that a language model’s generations correspond to information

leakage, and not just good predictive ability? A language model prompted to generate

risk factors for a firm may successfully generate the firm’s future outcomes either

because information about the firm’s future leaks into the generation, or because the

model’s pretraining procedure improves its ability to forecast risks. To make progress

on this question, we assume that some kinds of language cannot be generated under a

given information set. We say that a language model exhibits information leakage if

it systematically generates language sequences that did not exist during the analysis

period.
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Testing for information leakage. To test for information leakage, we consider the

problem of predicting a firm’s risk factors given the language of its corporate earnings

calls. We assume that given the language of an earnings call from November 2019 and

information up to November 2019, a language model displays information leakage if it

systematically generates language outputs related to the COVID-19 pandemic.

How can information about the pandemic appear in language model outputs?

One mechanism is through direct leakage: This occurs when the phrase “COVID-19”,

which was not in the information set in November 2019, systematically appears in the

generated risk factors. Another, more subtle mechanism is through indirect leakage: This

occurs when the output contains risk factors, like supply chain shortages, that were

made more likely by the pandemic.

To test for information leakage, we query a language model with corporate earnings

calls from September–November 2019 and instruct the model to generate each firm’s

potential risk factors. We obtain earnings call data from the StreetEvents database. We

filter to earnings calls that occurred between September 1, 2019 and November, 30

2019. We isolate the initial speech section, which does not include analyst Q&A, from

each earnings call. We consider the first 2,000 characters of each earnings call speech.

To reduce computation costs, we randomly sample 1,000 earnings call speeches from

this period. For each call, we query the model with the following prompt, substituting

the bracketed terms with specific information for each earnings call:

The following is a section of a corporate earnings call for [firm]:

[earnings call section]

The call took place on [date].

Consider only information up to and including the earnings call.

Predict the potential risks for this company in 2020

We generate outputs using the Llama-2 70B language model introduced by Meta in

Touvron et al. (2023). We use this model because it is publicly available and the cutoff
date for its training corpus (July 2023) is made public.2 In addition, the model’s weights

are frozen at a point in time, which allows for experiment reproducibility—something

we would not have if we used API-based models that update frequently. To allow

for natural language question answering, we use the version of the model that has

undergone instruction tuning and reinforcement learning from human feedback.3 We

assess the degree of direct and indirect leakage in these language model output.
2The base model’s pretraining data cutoff is September 2022, and the tuning data cutoff is July 2023.
3We include additional information on the generation procedures for our results in Appendix A.2.
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Figure 2: Language model outputs directly leak information about future events.

Notes – This figure summarizes outputs from language models prompted with corporate
earnings calls from 2019 and instructed to predict risks for the firm in each call. The left panel
reports that 6.8% of generations include the language sequence “COVID-19” and 8.0% of
generations include the language sequences “COVID-19,” “Pandemic,” or “Disease Outbreak.”
The right panel includes four excerpts selected from these language model outputs. Error bars
report 95% confidence intervals..

Language model outputs directly leak information about future events We perform

a case-insensitive string match to count how often language model outputs mention a

given set of search sequences. We find that 6.8% of the outputs include the language

sequence “COVID-19.” If we broaden the language filter to include “pandemic” and

“disease outbreak,” we find that 8.0% of outputs include these language sequences.

Figure 2 shows the frequencies of the language sequences {“COVID-19”} and {“COVID-
19”, “pandemic”, “disease outbreak”} in the language model outputs. The first finding—

that 6.8% of generations include the language sequence “COVID-19”—is clear evidence

of direct information leakage. The sequence “COVID-19” is a sequence we assume was

not in the information set during the analysis period, but systematically appears in the

language model output.

Language model outputs indirectly leak information about future events. A lan-

guage model can leak information about the pandemic indirectly even if it does not

directly mention “COVID-19”. For example, if topics associated with COVID-19 are
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Figure 3: Language model outputs indirectly leak information about future events.

Notes – This figure reports the frequency of language sequences in outputs from language
models prompted with corporate earnings calls and instructed to predict future risks. We color
in blue the results that use outputs from models prompted to predict 2019 risks using 2018
earnings calls. We color in red results that use outputs from models prompted to predict 2020
risks using 2019 earnings calls. Predicted 2020 risks are 3.6 times more likely to mention
“pandemic” or “disease outbreak,” and 35% more likely to mention “pandemic,” “disease
outbreak,” or “supply chain.” Error bars report 95% confidence intervals.

mentioned more frequently in risks a language model generates for 2020 than they are

in risks a model generates for 2019, the model may have indirectly leaked information

about the pandemic. To test this mechanism, we re-run the analysis described above

using earnings calls from 2018. We use a random sample of 1,000 earnings calls that

took place between September 1, 2018 and November 30, 2018, and query the model to

predict risks for each firm in 2019. The modified prompt is:

The following is a section of a corporate earnings call for [firm]:

[earnings call section from 2018]

The call took place on [date].

Consider only information up to and including the earnings call.

Predict the potential risks for this company in 2019

Figure 3 reports the frequencies of pandemic-related phrases across language model

outputs that predict risks in 2019 and risks in 2020. We first consider the set of phrases
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{“pandemic”, “disease outbreak”}. We find this set in 2.2% of generated risks for 2019 and

8.0% of generated risks for 2020. We next consider the same set of phrases augmented

with “supply chain.” The reasoning behind this search criteria is to measure the potential

for an even broader kind of indirect leakage: While “pandemic” and “disease outbreak”
are directly semantically related to the pandemic, “supply chain” risks also became much

more prevalent in 2020 after the start of COVID-19. We find language from this set in

19.7% of risks for 2019 and 26.6% of risks for 2020. While this evidence is not as direct

a test for information leakage as the presence of the new language sequence “COVID-
19,” it does suggest that information leakage can apply to the overall distribution of

language model outputs. A language model need not output the sequence “COVID-19”
for it to be leaking information—leakage may be more subtle, increasing the frequencies

of phrases like “supply chain” that are associated with the pandemic.

2.2. Predictions from language model outputs can exhibit lookahead bias

How can we find evidence of lookahead bias in predictions that use language model

outputs? Recall from Equation (2) that lookahead bias occurs when a prediction from a

pretrained language model-based analysis procedure correlates with the irreducible

error with respect to the analyst’s specified information set. One way to test for looka-

head bias is to identify a domain in which all the variation in the outcome is from the

irreducible error: A classic example of such a domain is a natural experiment. We show

that language model outputs can be used to predict the outcomes of close elections,

which we assume are examples of natural experiments (Eggers et al., 2015).

Testing for lookahead bias. We download the results of the past five U.S. House

elections—from 2014-2022—from the MIT election lab. For each contested election,

we identify the top two candidates by vote share. For each of these candidates, we

download their biography from Ballotpedia. For 732 contested races, we find matching

biographies on Ballotpedia for both candidates in the race. For each race, we use the

following prompt:

Use information only from before election day [year]

The two candidates in the [year] U.S. House election are [candidate 1] and [candidate
2]

The bio for [candidate 1] is [candidate 1 bio]

The bio for [candidate 2] is [candidate 2 bio]
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Figure 4: Predictions that use language model outputs can determine the results of
“natural experiments.”

Notes – This figure reports the accuracy of an analysis procedure that uses language model
outputs to predict U.S. House election winners. Each bar reflects the accuracy of the procedures
for races within the margin of victory reported on the horizontal axis. Predictive accuracy
ranges from 70%–80%, even for very close elections. Error bars report 95% confidence intervals.

Out of [candidate 1] and [candidate 2], the candidate more likely to win the [year]
election is

We generate outputs using the Llama-2 70B language model (Touvron et al., 2023). We

use the base model—not the instruction-tuned version—so that our generated output

corresponds only to the name of a candidate.

For each race, we compute the margin of victory with respect to the two-candidate

vote share of the winning candidate. We define the two-candidate vote share as the total

votes for the winning candidate divided by the total votes for both the winning and

second-place candidate. We define the two-candidate margin of victory as the winner’s

two-candidate vote share minus the second place finisher’s two-candidate vote share.

Language model outputs can determine the results of “natural experiments.” Fig-

ure 4 evaluates the accuracy of the language-model based prediction for elections within

varying two-candidate margins of victory. Even for very close elections, the model’s

accuracy ranges from 70% to 80%. This result demonstrates that the results of very
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close elections, which are typically assumed to be unpredictable, can be predicted using

language model outputs.

3. Limitations of Prompting-Based Approaches

Our previous results found evidence of information leakage in language model outputs

and lookahead bias in predictions that use language model outputs. How might a

researcher address these biases? We first discuss the limitations of two prompting-

based approaches that do not directly relate to the pretraining procedure of the language

model used for analysis.

One prompting-based approach is to prompt a language model to not use informa-

tion from beyond the analysis period. We note that our analyses in Section 2 includes

these kinds of prompts, and still find evidence of lookahead bias. We additionally show

that prompting does not even remove the most obvious symptom of direct information

leakage. As of now, there is no statistical framework that suggests that prompt design

will eliminate lookahead bias.

Another approach is to censor, or mask, information about dates or language source

identities in the text used to query a model. The motivation behind this approach

is to remove identifiers from a language sequence, as these identifiers could lead

a language model to produce output that correlates with future information about

those identifiers. We show that such a strategy does not guarantee the censorship of

identifying information in our setting—language models can infer identifiers from

language sequences even if these identifiers are removed. We find that stronger forms

of identifier censorship, which have the side effect of removing even more information

about the text input that may be useful for prediction, still do not guarantee that a

language model from cannot infer the identifying information.

3.1. Prompt Design

Recent work has argued that prompt design may lead language models to “unlearn”

information (Pawelczyk et al., 2023) from training data. As information about time

appears to be encoded in the weights of language models (Nylund et al., 2023), one

might believe that prompting could help to remove temporal information from language

model outputs. However, the kinds of information leakage that we discuss in this paper

might not be addressed by simple interpolations in parameter space. It is also not clear

how these interpolations could be conducted using only natural-language prompts.
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For example, our main results in Section 2.1 and Section 2.2 include prompts with

instructions to not use information from after the analysis period. For both of these

sets of results, prompting alone is not enough to solve the lookahead bias problem. To

assess the effects of prompting in this research design, we replicate the results from

Figure 2 using a new prompt

The following is a section of a corporate earnings call for [firm]:

[earnings call section]

The call took place on [date].

Predict the potential risks for this company in 2020

The prompt in this new analysis removes the line “Consider only information up to and

including the earnings call” that we included in our main analysis.

Using this new prompt, which does not include the no-lookahead instruction, we find

that “COVID-19” is mentioned in 12.2% of generations. In our main results, where we

include an instruction to consider only information available during the analysis period,

we find that “COVID-19” is mentioned in 6.8% of generations. While the instruction

to not look ahead in our main results decreases the frequency of direct leakage in our

outputs, it does not eliminate even this most obvious symptom of information leakage.

We also show in Section 2.1 that indirect leakage—differences in the frequencies of

generated topics—is affected by lookahead bias even with a prompt to not use future

information. As of now, there is no statistical framework that suggests prompting will

eliminate lookahead bias in analysis on outputs from pretrained language models.

3.2. Information Masking

Another approach to addressing information leakage is to mask identifying information

from the text used to query the language model (Glasserman and Lin, 2024). The reason-

ing behind this approach is that if a prompt does not contain identifying information,

the model’s generation will not correlate with future events related to the identifier.

This approach is effective as long as removing identifiers from text sequences makes

information related to the identifier unpredictable.

Does censoring identifying information guarantee a model is unable to infer the

identifier? We find this is not always the case. We perform two exercises that remove

identifying information from prompts and find a language model can still infer this

information. First, we randomly sample 50 corporate earnings calls from each year

across the 20-year period 2003–2022. We censor all years and all month names in
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Figure 5: Masking identifiers from language model prompts does not guarantee the
prompts are de-identified.

Notes – This figure reports results from using language models to infer identifying information
from earnings calls segments that censor identifying information. The left panel is a binned
scatter plot of a language model’s prediction of the year a call took place versus the actual year
of the call. The right panel plots the accuracy of a language model’s prediction of the firm’s
identity in an earnings call across two strategies that remove identifying information from the
call.

each of these 1,000 earnings calls. We then predict, using the GPT-4 API, the year

that corresponds to each censored earnings call. The first panel of Figure 5 presents a

binned scatter plot of the predicted year versus the true year and finds a strong positive

relationship—the correlation between predicted year and true year is 0.79. Second,

we randomly sample 100 corporate earnings calls from the September–November

2019 dataset used in Section 2.1. We censor references to the firm’s name, and in

another test additionally censor references to the firm’s products. We then predict,

using the GPT-4 API, the name of the firm that corresponds to each censored earnings

call. The second panel of Figure 5 shows the accuracy of this prediction—the firm

name can be reconstructed with 70% accuracy from a call segment with the name

censored, and with 61% accuracy from a call segment with the name and products

censored.4 We additionally show that de-identification becomes less effective as the

amount of information used to query a language model increases—Figure A1 shows

that identification accuracy increases as the number of characters from each call used

to query the language model increases.

These results demonstrate that masking does not guarantee the information in

text used to prompt a language model is de-identified. In addition, removing such

4We include additional information about the masking and generation procedures in Appendix A.2.
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information can also remove context that would be important for a prediction task.

“Slow and steady” in the earnings call of a manufacturing firm might forecast something

different from “slow and steady” in the earnings call of a technology firm. Masking

does not guarantee de-identification of information from language, and could remove

important context from a prediction task.

4. Addressing the Bias

How can a researcher address the lookahead bias problem from pretrained language

models? We argue the solution lies in using models whose pretraining data is (1) free of

survivorship bias and (2) contains only language produced prior to the analysis period

of interest. Section 1 shows that lookahead bias can arise when an analysis procedure

uses information that is not available in the desired analysis period. If the pretraining

data of a language model satisfies these two properties, an analysis procedure that

uses its parameters will not be affected by information leakage from after the analysis

period.

This kind of empirical strategy is already being used in some work that applies

language models to social science. For example, Li et al. (2023), Lopez-Lira and Tang

(2023), and Halawi et al. (2024) restrict their analysis periods to after the pretraining

cutoffs of the language models they use. However, while the pretraining cutoffs for many

commonly-used pretrained language models fall in the past 1–10 years, researchers

may be interested analyzing prediction problems over a longer time period. How can

research that analyzes this historical data proceed?

An initial test: Reporting results from the out-of-sample analysis window. At

minimum, we argue that if researchers use this historical data, they should separately

report results from analysis that is in-sample—before the language model’s pretraining

cutoff, and analysis that is out-of-sample—after the language model’s pretraining cutoff.

Jha et al. (2023) and Bybee (2023), for example, evaluate the stability of their estimates

out of sample. If the conditional distribution of the outcome given the text input does

not vary across these analysis windows, a difference between the out-of-sample and

in-sample results may suggest lookahead bias. For example, Glasserman and Lin (2024)

show that a language model-based trading strategy no longer performs at traditional

levels of statistical significance when evaluated out-of-sample versus in-sample.

While the split-sample strategy may find predictability differences that are consistent
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with lookahead bias, it is an indirect test. Differences in predictive ability between

sample splits may indicate differences in inherent predictability rather than lookahead

bias. For example, if a model is worse at predicting stock returns in an out-of-sample

split, it may be the case that the out-of-sample split corresponds to a period in which

it was inherently more difficult to predict returns, or a short period with few samples.

Conversely, a split-sample strategy may report similar predictive ability across sample

splits—even if the analysis procedure has lookahead bias—if predictability is higher in

the out-of-sample split.

This kind of analysis also assumes that a researcher’s analysis window includes

information from after the language model’s pretraining cutoff date. In many cases, a

researcher may be interested in analyzing a historical period that completely lies before

a given language model’s pretraining cutoff date. The solution to this problem does not

lie in moving around the analysis window, but instead in moving around the language

model’s pretraining cutoff.

Language models with historical pretraining cutoffs already exist. Schweter et al.

(2022) pretrain a language model on a multilingual corpus that ends in 1914. Man-

javacas and Fonteyn (2021) pretrain a language model on an English-language corpus

from 1450-1950. van Strien (2023) pretrains a semantic similarity model on an English-

language corpus from 1920–1989. All of these models are available on the Hugging

Face Hub. A potential challenge of using a language model with a pretraining cutoff
that lies many years before the analysis period is that the distribution of language

in the pretraining data may be less representative of the language in a researcher’s

analysis period. Removing information that leaks the content of future events may also

remove information that reveals relevant statistical properties of language. How can a

researcher reduce the impact of this second effect?

A more systematic approach: Language models with time subscripts. Our proposed

solution is for researchers to use language models whose pretraining cutoff dates lie

before—but only shortly before—the analysis period. In essence, researchers can select

from a family of language models with time subscripts. This model-selection procedure

allows researchers to conduct analysis without lookahead bias from pretraining. In

addition, it allows for the the pretraining corpus to potentially be more representative

of the language in the researcher’s analysis period.

While it may be computationally expensive to train these models, some such models

already exist. StoriesLM (Sarkar, 2024) is a family of transformer models that sequen-
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tially expands the pretraining window. The model family is pretrained on news articles

from the American Stories dataset (Dell et al., 2024) over the first half of the 20th

century, and is available on the Hugging Face Hub. Each model in the family is trained

on an additional year of pretraining data. Researchers can download these pretrained

models and apply them to their analyses.

These models are only a start: There are several opportunities to research and de-

velop new classes of language models with time subscripts. New models may use larger

architectures, include additional historical data, or conduct richer sets of pretraining

procedures—including those that involve language generation. New research could

explore the properties of these model families—for example, by evaluating how changes

in the temporal distribution of pretraining data affects language model performance, or

how rolling forward the pretraining window affects language model representations.

5. Discussion

We discuss a form of lookahead bias that results from the pretraining procedure of

language models. We develop direct tests to identify this bias, and find that it can affect

analysis across domains in economics. We identify limitations of prompting-based

approaches to counteract this bias.

The issues we raise are addressable. We identify one analysis procedure that is not

subject to lookahead bias from pretraining: Selecting from a family of language models

with time subscripts. Model families and analysis procedures that avoid these issues are

publicly available, and there are clear next steps to research their statistical properties

and improve their performance.
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A. Appendix

A.1. Zoom Example

The following speech segment from an earnings call by Zoom Video Communications,

Inc held on September 5, 2019 was used to fill in the prompt for Figure 1.

Hello, everyone, and welcome to Zoom’s earnings webinar for the second quarter
of fiscal 2020. Joining me today will be Zoom’s Founder and CEO, Eric Yuan; and
Zoom’s CFO, Kelly Steckelberg.

Our earnings press release was issued today after the market close and may be
downloaded from the Investor Relations page on the zoom.com website. Also, on
this page, you’ll be able to find a copy of today’s prepared remarks and a slide
deck with financial highlights that, along with our earnings press release, include a
reconciliation of GAAP to non-GAAP financial results.

During this call, we will make forward-looking statements about our future finan-
cial performance and other future events or trends, including guidance. These
statements are only predictions that are based on what we believe today and ac-
tual results may differ materially. These forward-looking statements are subject to
the risks and other factors that could affect our performance and financial results
and which we discuss in detail in our filings with the SEC, including today’s earn-
ings press release and our latest 10-Q. Zoom assumes no obligation to update any
forward-looking statement that we may make on today’s call. And with that, let me
turn the discussion over to Eric.

Eric S. Yuan, Zoom Video Communications, Inc. - Founder, President, CEO, Chair-
man & Secretary Thank you, Tom. Hey, thank you all, and welcome to everyone
joining us on today’s Zoom webinar.

I’m very pleased to report that we had a remarkable second quarter and continue
to deliver a unique combination of high growth with increased profitability and
free cash flow. As Kelly will discuss in a moment, the first half momentum in our
business has enabled us to meaningfully raise our revenue and the profitability
outlook for the rest of the year.

Our strong second quarter results are evidence that organizations are turning to
Zoom as their strategic technology partner to help them improve their communica-
tion and collaboration. While we continue to attract the customers of all sizes and
across several industry segments, let’s discuss one of our largest wins of the quarter.

I’m proud to welcome HSBC to the Zoom family. HSBC is one of the largest fi-
nancial services organizations in the world with over 3,900 offices in 67 countries.
HSBC will standardize on Zoom platform by deploying to 290,000 hosts and to
5,500 conference rooms. HSBC will consolidate onto Zoom’s video-first unified
communications platform for both internal and external meetings. By standard-
izing on Zoom, HSBC will consolidate costs and create an enhanced frictionless
experience for end users. This enterprise-wide deployment represents one of the
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largest customer commitments to Zoom in our history and reflects our growing
momentum with global customers.

The output in the figure was generated using the Llama 2-70B Chat model (Touvron

et al., 2023). The parameters used for the generation were {temperature = 0,top_k =

60,top_p = 1,repetition_penalty = 1,max_tokens = 128}.

A.2. Data Processing

Main results: Language model generations Our main results are generated from

language models using the following parameters.

• Firm risk generation:

– architecture: Llama 2-70B Chat

– temperature: 0

– top_p: 1

– repetition_penalty: 1

– max_tokens: 128

• Election winner generation:

– architecture: Llama 2-70B

– temperature: 0

– top_p: 1

– repetition_penalty: 1

– max_tokens: 6

Section 2 includes the prompts for each of these generations.

Additional results: Effects of masking In Section 3.2, we discuss how language

models can predict identifiers from language even if direct references to those identifiers

are removed. All of the language model outputs in this section were generated using

the OpenAI API using the “gpt-4-0125-preview” checkpoint between March 5–7, 2024 .

For year imputation, we first replace all string matches of years and month names

from each earnings call segment with the string “_”. We then impute names using the

following prompt
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The following is a segment of the earnings call of a firm, in which all dates have
been replaced with the character _

[earnings call segment]

Predict the most likely year for this earnings call. Return only a year.

For name imputation, we first remove name references using the prompt

The following is a segment of the earnings call of the firm [firm name]

Return the segment, but replace all instances of a firm’s name with the character _

[earnings call segment]

We verify for each of the 100 calls that firm names have been removed. We then impute

names using the prompt

The following is a segment of the earnings call of a firm whose name has been
replaced with the character _

[earnings call segment]

Predict the most likely company name for this earnings call. Return only a company
name.

For the second name imputation result, we remove name and product references

using the prompt

The following is a segment of the earnings call of the firm [firm name]

Return the segment, but replace all instances of a firm’s name and all instances of
the firm’s products with the character _

[earnings call segment]

We then impute firm names using the prompt

The following is a segment of the earnings call of a firm whose name and products
have been replaced with the character _

[earnings call segment]

Predict the most likely company name for this earnings call. Return only a company
name.

A.3. De-Identification of Masked Prompts Across Input Lengths

We assess the ability to infer firm names from name-censored earnings calls across

subsets of the calls of varying length. We use the same 100 earning calls speeches as in

Section 3.2, but limit the number of characters used to query the model. We skip the
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Figure A1: Identification accuracy increases as input length increases.

Notes – This figure reports results from using language models to infer firm identity from
earnings calls segments that censor the firm’s name. Each bar plots the accuracy of a language
model’s prediction of the firm’s identity in an earnings call with the company name removed,
conditional on the number of characters from the call used to query the language model.

first 100 characters of the earnings call speech, which are typically used for greetings,

and then input the next k characters from the call for k ∈ {100,200, . . . ,1000}. We use

the same identification procedure as in Appendix A.2. All queries were run on June 20,

2024.
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