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DALL-E Prompt: Show me a 
droid looking interested 
during a presentation about 
copyright. Make it a golden 
droid like in the movies. 









https://openai.com/blog/openai-and-journalism



Difficult Challenges

• Without being ‘wilful,’ AI generated output can potentially create commercial 
harm to content creators


• Cause consumers to substitute from purchasing from original content 
provider


• Lead to unauthorised use of icons and assets


• These issues were always present with humans …



Scenario 1: Spoilers

A developer creates a chatbot that allows users to ask questions about 
specific television series, including plot details, characters and key 
quotes from the series. The chatbot is trained on transcripts and other 
data from the television series.
A person answers questions about a specific television series over 
social media, including plot details, characters and key quotes from the 
series. The person has watched the television series multiple times.



Scenario 2: TL;DR

A developer builds and sells access to a website that provides 
summaries of business books. The summaries were generated by AI 
and trained on scanned text from books the developer purchased.
A person sells summaries of business books. These summaries were 
written by the person after the person had purchased and read a copy 
of each book.



Scenario 3: Fan Art

A developer builds an image generator that can create comic frames 
for Marvel superheroes.

A person sells hand drawn comics based on Marvel superheroes.



Scenario 4: Teaching

A developer builds a chatbot the teaches students economics based on 
a corpus of textbooks.
A person teaches students economics based on their reading of a 
corpus of textbooks.



If the human version is not infringing …

why is the AI version infringing?

Why is the human version is not infringing?





Model setup
Original content creator (OC): quality  at cost 


AI provider (AI): quality  at cost  where  is a 
sample of original content


Consumers: mass  with WTP for content of  and WTP 
of AI of 


Prices: OC at  and AI at 


Leakage: use of  can allow AI consumers to access original 
content with probability 

x cOC(x)

y cAI(y, sx) s ∈ [0,1]

θ ∼ U[0,1] xθ
u(y)

pOC pAI

s
ρ(s)



Consumer choices

Purchase both OC and AI: 


Purchase AI only: 


Incremental WTP for OC is: 

θx − pOC + u(y) − pAI

u(y) + ρ(s)θx − pAI

(1 − ρ(s))θx

Leakage reduces demand for original content from OC



First Best

max
x,y,s ∫

1

0
θx dθ − cOC(x) + u(y) − cAI(y, sx)

Set s* = 1

 takes into account benefit to AI trainingx*



Timing



Timing Can this happen?



Outcomes

Proposition: Comparing (CP), with  and (NC) with :


•  


• 


• Expected social welfare higher under (CP) than (NC)

sr = 0 sr = 1

̂xCP > ̂xOC

̂yCP > ̂yOC



“Small” AI Model
Use specific content to train the AI

• Negotiations over the use of content are possible prior to AI training


• Negotiations take place after original content created (hold-up)


• Copyright regime impacts on what happens if negotiations break down


• Copyright protection is superior to no copyright because it creates the 
maximal incentives for the original content provider. 

• But … leads to too little use of the original content either in AI training or in 
the consumption of that original content.



“Large” AI Model
Cannot negotiate over terms



Outcomes
Comparing traditional rights regimes

Let  be the marginal value of  in reducing AI training costsγ s∫ xi di

Proposition: Expected social welfare under (NC) exceeds 
that under (CP) if and only if:


γ >
𝔼[ρi(1)]2

2(1 − 𝔼[ρi(1)])



“Large” AI Model
Use large amount of general content to train the AI

• Negotiations over the use of content are not possible (too many content 
providers)


• Copyright regime impacts incentives to invest in content & AI training


• Copyright protection is only preferred to no copyright if the commercial 
harm to original content providers is greater than the general value of 
content in lowering AI training costs. 

• Humans using content is OK because it is thought not to create commercial 
harm to content providers. Same should apply to AI.



Ex post ‘Fair Use’ Regime (FU)
An alternative mechanism

1. (Ownership) OC holds copyright


2. (Fair Use) Cannot prevent use in AI training


3. (Ex post) OC can (potentially) make a claim for damages 


• If , AI not liable for damages


• If , AI must pay full compensation of 

ρi(1) < Γ

ρi(1) ≥ Γ 1
4 ρi(1) ̂xFU



Ex post ‘Fair Use’ Regime (FU)
Outcomes …

As ,  and Γ → 0 ̂xFU → ̂xCP ̂yFU → y*( ̂xCP)

Set liability threshold to ensure AI profitable in expectation



Ex post `fair use’ like mechanism
Infringement damages only payable if above a threshold

• All content providers hold copyright but cannot prevent use in AI training.


• Ex post, after commercial harm realised, content providers can obtain 
damages from AI provider if harm greater than some threshold.


• This mechanism leads to …


• more original content than no copyright but less the full copyright


• superior AI training than either no copyright or full copyright


• As the threshold gets smaller, this mechanism dominates other rights regimes


