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Abstract

The goals of our study were: 1.) to develop an ez-ante measure of the commercial
potential of academic scientific contributions with a large language model employing
machine learning, and 2.) to apply that measure to identify factors conditioning the
realization of that potential. The premise of our study is that to understand the de-
terminants of the commercial realization of academic science, a useful first step is to
identify the “at-risk set”—that is, those articles, conference proceedings, etc., that offer
commercial potential. Using the measure, we study the commercialization process with
two empirical exercises. First, we analyze the commercialization of over 96,000 articles
from a leading research university. Our measure predicts which science is disclosed,
investments by the technology transfer office (TTO), patent filings, startup formation,
and licensing. As highlighted by our analysis, the primary barrier to commercialization
is either the scientists’ decision not to disclose their discoveries or the TTO’s limited
awareness of pertinent researchers or science within their institutions. Many high-
potential articles remain undisclosed; this science is less likely to be cited in corporate
patents. However, the quantity of science affecting commercialization via publication
outside the TTO channel is much greater. Second, we analyzed the commercialization
outcomes of over 5.2 million articles published between 2000-2020. Articles with high
commercial potential are more frequently incorporated into patents, regardless of their
originating institution. High-potential discoveries from institutions with a history of
high commercial impact have commercialization rates 14.1% higher than their peers.
We find that what accounts for the preponderance of differences in commercialization
rates across universities are not factors potentially impeding the identification of com-
mercially promising science. Rather, these differences are predominantly accounted
for by factors accounting for the differences in the actual production of commercially
viable science.
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1 Introduction

! There is, however, a longstanding

Scientific research is crucial for technological advance.
question of the extent to which the commercial promise of science is unrealized. This is
not a new issue. Indeed, a desire to commercially capitalize upon public research for social
and private benefit in the U.S. has motivated numerous policy initiatives, from policies for
disseminating the expertise of land grant colleges to farmers in the late 19th century to
the Stevenson-Wydler and Bayh Dole Acts of 1980, as well as subsequent federal and state
legislation. Assessing whether and under what conditions the commercial potential of science
is unrealized is challenging due to the lack of measures of the commercial potential of science.
In this paper, we introduce one such measure and use it to analyze, in a limited setting, the
process of the commercialization of public research, as well as the importance of selected
impediments to that process.

Recent research identifies frictions impeding the market application of academic science.
For example, Bikard and Marx (2020) show that firms disproportionately build upon aca-
demic research that originates in academic hubs (i.e., geographic concentrations of academic
research). Koffi and Marx (2023) similarly show that firms manifest gender bias in what
science they build upon-or at least acknowledge—during their inventive activity. Azoulay
et al. (2007) note a similar gender bias in academic patenting. These frictions confirm our
expectation that firms are not taking advantage of some fraction of commercially relevant
science.

While we can approximate how often academic research has led to commercial appli-
cations by employing measures such as patent citations to the scientific literature, such
measures do not reveal how much of that research had the potential for commercial use ex-

ante. As a result, we cannot determine how much research with commercial value remains

IExamples of academic research that later transformed industries abound, from blue light-emitting diodes
(LEDs) (e.g., Nakamura et al., 1994) to mRNA vaccines (e.g., Jackson et al., 2020) to the PageRank algorithm
that transformed internet search (Page et al., 1998).



undeveloped.? Indeed, we suspect that most public research output does not have commer-
cial potential, at least in any immediate sense. Most public research is not undertaken with
commercial applications in mind. It is either an input into subsequent scientific research,
answering academic questions with little commercial import, or is too embryonic and distant
from any market application. Thus, to address the question of the conditions under which
science with commercial potential remains undeveloped, a useful first step is to identify sci-
ence that offers commercial potential, where commercial potential refers to the likelihood
that a firm believes that a given scientific finding or idea may ultimately contribute to the
development of a product or process that generates economic value.

This paper is partly motivated by the challenge facing R and D managers, venture cap-
italists, and technology transfer office (TTO) personnel to identify—from a vast array of
scientific publications, reports, etc.—those ideas and findings that offer commercial poten-
tial, and especially how to mitigate the uncertainty that such identification entails. Even
once they identify a scientific finding as promising, the stakeholders possessing the authority
and resources to develop a promising idea must then evaluate whether it can cost-effectively
contribute to the development of a new or improved product, as well as whether there will
be a market for such a product (Cohen et al., 2002; Fleming and Sorenson, 2004). The
associated uncertainties mean that decisions about a finding’s commercial potential can be
prone to errors, limited by the available information, or influenced by bias. In this paper,
we develop a summary measure that can inform stakeholders’ initial evaluations of the com-
mercial potential of a scientific finding or idea. In addition to its practical merit, we also

suggest—and will show—that such a measure can contribute to academics’ efforts to improve

2Using such data, we observe substantial variation in the commercialization of science across institutions,
researchers, and fields. For example, consider the scientific articles in the natural and applied sciences and
engineering produced at the top 200 U.S. research institutions since 2000. For institutions at the top of the
ranking, 12% of the articles are cited by a corporate patent, whereas for the median institution, only 8%
are—a 50% difference. Such variation gives us some sense of differences in the degree to which the scientific
output of different institutions is related to commercial outcomes.

Nevertheless, we have little idea of how much research has commercial potential. As a consequence, this
variation cannot tell us about the extent to which the commercial potential of scientific contributions goes
unrealized.



understanding of the contribution of scientific knowledge to technical advance and the role
of the institutions and individuals who create that knowledge.

To develop our measure, we use natural language processing to train and validate a
machine learning model to develop an ex-ante measure for the commercial potential of a sci-
entific article. For training and validation, we use the text of an academic article’s abstract
as an input to produce ex-ante and out-of-sample predictions for any given scientific article’s
commercial potential. Conceptually, commercial potential in our setting refers to the likeli-
hood that a firm believes an article may contribute to developing a marketable product or
process. This concept is operationalized as the ex-ante probability that a scientific article will
be cited in a patent that is later renewed. By relying on citations to articles in patents, our
operationalization assumes that such a citation reflects a firm’s belief that a given scientific
finding or idea, once incorporated into an invention, may offer economic value (Cornelli and
Schankerman, 1999; Kuhn et al., 2020; Marx and Fuegi, 2020).

We implement a two-step approach to estimate the likelihood of a scientific article pos-
sessing commercial potential. Initially, we utilize the abstract text of scientific articles along
with an indicator of whether a renewed patent cites the article. For this purpose, we employ
the BERT (Bidirectional Encoder Representations from Transformers) model (Devlin et al.,
2018) to develop a language-based learning model. This model is trained to identify tex-
tual patterns predicting renewed patent citations. Subsequently, once the model is trained,
we calculate a probability, both out-of-sample and out-of-time-period (with no data in the
training period overlapping with our target article published at time ¢), that an article will
be cited in a patent renewal—our proxy for commercial potential. The average accuracy
of our model, as well as the average area under the receiver operating characteristic curve

(AUROQ), is 0.74.3

3For context, Manjunath et al. (2021) report an AUROC of 0.83 in their model predicting patent citations
of articles. However, their model exclusively utilizes abstracts from PubMed in the life sciences and does
not account for patent renewals. Conversely, Liang et al. (2022) developed a model based on the text of
inventions disclosed to Stanford’s Technology Transfer Office (TTO), aiming to predict commercial value
generation, achieving an AUROC of 0.76.



We use our model in two related empirical exercises to study the relationship between the
commercial potential of a scientific finding and its realization. First, using detailed admin-
istrative data from a major research university’s technology transfer office (TTO), we relate
our measure of commercial potential to a scientific idea’s progress in the commercialization
process. Science with high commercial potential is more likely to undergo commercialization,
entailing disclosure to the technology transfer office, financial investment, patenting, licens-
ing to a startup or incumbent firm, and sometimes revenue generation. While of substantive
interest, these findings also increase confidence in the measure. Our findings suggest that the
most significant friction in the commercialization process arises early in the process—when
scientists decide whether to disclose their science to the TTO. To explore how much of this
undisclosed science may have commercial value, we also examine corporations’ use of this
undisclosed but high-potential work without TTO involvement. Within this pool of ideas
never disclosed to the university, high-potential science is cited in corporate patents at signif-
icant rates, although at significantly lower rates than the science that s disclosed—articles
with commercial potential that are not disclosed to the TTO are 58.05% less likely to be
cited by a corporate patent than articles disclosed to the TTO. The fact, however, that the
undisclosed quantity of high commercial potential science (i.e., top quartile) that is cited is
almost double the quantity of disclosed high potential science suggests that publication, ab-
sent TTO involvement, is the essential vehicle through which technology makes its way into
commercial applications. The result also suggests that an important obstacle to the TTO’s
support of the commercialization process appears to be the role of faculty in choosing not
to disclose. Once these ideas are disclosed, our results suggest that the decisions of the
technology transfer office to develop and invest are aligned with the commercial potential of
the disclosed invention as indicated by our measure.

Our second exercise analyzes commercial outcomes (patent citations and renewals) for
over 5.2 million academic papers published by U.S.-based universities. We find strong ev-

idence that scientific articles with high commercial potential, per our measure, are more



likely to be commercialized, as reflected by a citation in a renewed patent. Moreover, our
findings indicate that an article’s commercial potential is distinct from its scientific or so-
cial ‘impact’ potential and varies meaningfully across a researcher’s portfolio of work and
an institution’s prior commercial impact. Regarding effect size, a scientific article with a
commercial potential score in the top quartile is over 20 times more likely to be cited by a
patent than those classified by our algorithm as being in the bottom quartile. A key finding
from our institutional analysis is that what accounts for the preponderance of differences in
commercialization rates across universities are not factors potentially impeding the identi-
fication of commercially promising science but factors accounting for the differences in the
actual production of such science. Quantitatively, approximately 60% of the variation in
rates of patent citations of papers across universities can be explained by the mean ez-ante
commercial potential scores for that institution.

Our study makes several contributions to the literature on innovation, entrepreneurship,
and the commercialization of science. We apply a novel methodological approach that en-
ables us to establish and validate a comprehensive measure of ex-ante commercial potential
that precedes actual commercial outcomes. This approach facilitates identifying and tracking
nascent scientific ideas and their commercial trajectory, which is not feasible with outcome-
based measures or natural experiments that lack observable indicators of commercial poten-
tial. Furthermore, we utilize the discrepancies between potential and actual outcomes to
identify untapped technological opportunities. Additionally, we extend the literature on the
impact of academic science on technical advancement by offering insights into how scientific
ideas progress through the commercialization process, with and without university involve-
ment. Finally, our findings contribute to emerging research exploring factors affecting the
commercialization of science that considers scientists’ motives (Cohen et al., 2020) and ex-
perience (Marx and Hsu, 2022; Azoulay et al., 2010), biases in research evaluation processes
(Li, 2017; Lane et al., 2022), and organizational frictions in universities (Hsu and Kuhn,

2023).



Our work also builds on prior research insights that have examined the gaps between the
commercial potential of public research and its realization. Some researchers have focused
on identifying the specific features of researchers and teams that may contribute to such
gaps. For example, (Ding et al., 2006) have investigated the impact of gender and ethnic
diversity on the commercialization of research and the role of collaboration and interdisci-
plinary approaches. Other researchers have highlighted the importance of institutions in the
commercialization process. These scholars have explored how factors such as the strength of
an institution’s patenting and licensing activities (Henderson et al., 1998; Williams, 2013),
the involvement of technology transfer offices (Debackere and Veugelers, 2005), and the level
of industry engagement can affect the commercialization of scientific ideas. More recently,
Marx and Hsu (2022) have used a novel approach, known as “twin discoveries”, to conclude
the factors influencing the commercialization of scientific ideas via venture creation. While
we are also concerned with the methodological challenges posed by the unobservable com-
mercial potential of science, our approach focuses not only on startup commercialization but
also on the commercialization of research by established firms. We use machine learning
techniques to develop a measure of commercial potential based on all firms that patent and
commercialize science rather than relying on a comparison of twin discoveries. By doing so,
we aim to provide a more comprehensive and generalizable understanding of the factors that

influence the commercialization of scientific discoveries.

2 Setting: The Commercialization of University Sci-
ence

To assess the commercial potential of science and estimate unrealized potential, our empiri-

cal analysis reflects the choices of the three types of participants: (1) Individual researchers,



whom we will refer to as “academics”;* (2) Their affiliated institutions, primarily universities;
and (3) The firms that leverage scientific findings to develop new products, processes, and
services. The knowledge transfer from academics and their institutions to firms can be seen
from supply and demand perspectives. The supply side consists of the academics conduct-
ing the research and the institutions that provide them with the physical and intellectual
infrastructure that supports their research. These institutions are also partly responsible for
defining and administering the incentive systems that guide academic endeavors. On the
demand side are firms that utilize this research.

Although framing this problem as one of demand and supply sides is useful, it is essential
to note that this is not a market. First, academics are not “motivated sellers”. Unlike
firms, their objectives are typically not personal profit from commercial activity. We know
from a rich literature (e.g., Merton, 1973; Stokes, 2011)that their motives tend to be the
achievement of eminence, career advancement, the advancement of knowledge per se, or, as
also suggested by Stokes (2011) and observed by Cohen et al. (2020), a desire to address
societal needs. Undertaking commercial activity for profit is not the dominant ethos. In
addition, there is typically no market price tied to academics’ research output, even when it
is usable by firms because much of the commercially relevant science produced by academics
is placed in the public domain via publication, conferences, and reports (Arora et al., 2016;
Cohen et al., 2002), and is effectively free to firms.

Yet, this setting in terms of supply and demand provides a simple framework for consid-
ering the factors that may affect the realization gap. The key here is to consider the loci of
the different decisions that may affect the gap. For instance, academic researchers operate
within specific incentive structures on the supply side. As suggested above, their motives are
heterogeneous and contrary to businesses, they are often driven by something other than the
lure of commercial profit. The “translational” effort required to make academic science com-

mercially viable can also be significant. The translation of scientific findings into language

4This is a simplification since the same rationale can be applied to researchers in government labs and
nonprofit research institutions.



and contexts that businesses can grasp and utilize requires clearly describing the research
and insights in lay language and demonstrating its practical applications and, at times, its
active promotion. Thus, many academics will only be inclined to expend the additional ef-
fort necessary for commercial translation if it aligns with their personal and academic goals.
Moreover, the existing institutional incentives may not reward, no less recognize, such en-
deavors. Consequently, a wealth of potentially valuable scientific insights may not be brought
to the attention of the firms that would otherwise build on them.

Another feature of the supply side may be the level of resources a university adminis-
tration decides to devote to translational efforts through its TTO and the institutes and
centers whose mission is translation. Such initiatives have increased over the past twenty
years. Institutions also play a significant role through their impact on networks and norms.

Firms are on the demand or “use” side. Recent studies, including those by Cohen et al.
(2002) and Bikard (2018), suggest that firms pay limited attention to university research.
Instead, firms are more likely to build on knowledge from other firms. This behavior is
understandable. While the distance of most academic research from commercial applications
undoubtedly accounts for this pattern, another factor is likely the high cost of sifting through
massive numbers of articles, reports, etc. Moreover, to effectively harness academic insights,
businesses need to invest in the requisite absorptive capacity (Cohen and Levinthal, 1989)
needed to assess the commercial value of potentially thousands of articles and researchers and
use it. This becomes more challenging and costly because academic authors have not taken
steps to make their findings more accessible or “translated” them into practical applications.

In light of the quantity of research and the uncertainty regarding its relevance, quality,
and potential payoff, businesses often adopt simplified search strategies. They might focus on
research from top-tier institutions, reputed departments, or recognized academics. Previous
interactions or collaborations with academics, such as consulting or technical discussions,
influence these choices. Geographic proximity can further narrow a business’s focus: com-

panies often tap into nearby research hubs. Studies like those by Bikard and Marx (2020)



and the academic spillover research by Jaffe et al. (1993) emphasize the role of geographical
proximity in structuring knowledge transfer. These streamlined search strategies might lead
firms to overlook valuable academic research. To what extent commercializable academic
insights are missed remains an empirical question.

In summary, potential supply-side explanations for the realization gap may include the
motivations of academics, the incentive structures within their institutions, and the resources
these institutions allocate to translation. On the user side, explanations could improve a
firm’s ability to assimilate and apply new knowledge (absorptive capacity), coupled with
uncertainty and search costs. These factors may lead firms to depend on characteristics of
academic institutions and researchers, such as the reputations of institutions, departments,
and individuals, as well as on geographic proximity and established relationships, to direct
their search. While these attributes of academics, their institutions, and firms may account
for a part of the realization gap, it must be recognized that a specific segment of this gap
may inherently be due to the duration required, even with ample resources, to transition

foundational science to a commercial application.

3 Data and Methods

This section describes the methodology and data used to create the measure of commercial
potential. As previously mentioned, based on the abstract text in which a scientific discovery
is reported, this measure estimates the likelihood that it will be incorporated into a product,
service, or technology that generates economic value. The measure is derived from a set of
Large Language Models (LLM) fine-tuned using over 500,000 scientific articles in Natural
Language Processing (NLP) classification tasks to predict the commercial potential of articles

published between 2000 and 2020.> We use patent-to-paper citations to link a scientific

SLLM and NLP are subfields of artificial intelligence (AI) that focus on the interaction between com-
puters and human language and involve, among others, developing computational models and algorithms
that enable computers to analyze and understand natural language. An NLP model is a machine learning
algorithm designed to classify textual data into one or more predefined categories automatically. Based on



finding with a patented invention, and we train the NLP models with papers cited by patents
that have been renewed at least once. We interpret a renewed patent’s citation to an article
as indicating that a firm believes the article contributes to developing an invention that may
have commercial value. We label scientific articles as having commercial potential if they
are cited by at least one patent that has been renewed one or more times and papers as
having no commercial potential otherwise. The language models output the probability that
a new, unseen paper is associated with each of the predefined classes—possessing commercial
potential and not possessing commercial potential. We trained the models with two classes
and defined the commercial potential measure (¢) as the likelihood that the paper is classified

as being in the class of papers with commercial potential.

3.1 SciBERT: Bidirectional Transformers for Scientific Language

Understanding

Several techniques for NLP classification exist, ranging from logistic regression based on bag-
of-words to advanced deep neural networks that interpret semantic relationships across large
documents. The models we use are based on the latter. Specifically, we fine-tune SciBERT
(Beltagy et al., 2019), which is a language model based on BERT (Bidirectional Encoder
Representations from Transformers) (Devlin et al., 2018), an NLP model, developed by
Google Al, that has been trained on a large amount of text data. SciBERT was pre-trained
on a large corpus of scientific publications and then fine-tuned using our dataset to classify

scientific articles based on their commercial potential.®

the text content, the model learns to recognize patterns and features indicative of each category and uses
this knowledge to predict the most likely category or categories for new, unseen text data.

6Thanks to being trained with scientific, domain-specific text, SCiBERT provides state-of-the-art perfor-
mance in a wide range of NLP tasks for scientific domains, improving BERT’s performance (Beltagy et al.,
2019). We tested whether this holds in our classification task. Indeed, our models’ performance increases
when using SciBERT instead of BERT. Both SciBERT and BERT utilize transformers (Vaswani et al.,
2017), a novel type of neural network architecture that has revolutionized the field of NLP. Transformers can
model long-range dependencies, learn contextual representations, and handle out-of-vocabulary words and
syntax. At a high level, a transformer model consists of multiple layers of self-attention and feed-forward
neural networks, enabling it to weigh the probabilities of different parts of the input sequence (i.e., sentences
of the text) and process it in parallel. The attention mechanisms allow transformers to learn contextual

10



A possible limitation of our analysis is that the training sample for SciBERT (Beltagy
et al., 2019) comprised 82 percent life science articles and 18 percent computer science ar-
ticles. Although these two fields represent a large share of the entire corpus of published
articles, this could represent a limitation given that we are also trying to evaluate the com-

mercial potential of articles from fields other than life sciences and computer science.

3.2 Processing the input text

Language models use text as input; in our case, we use the abstracts of the articles in which
findings are reported. However, before feeding the text into the model, the abstracts are
first tokenized.”

It is worth noting that, for computational reasons, SciBERT, like BERT, is limited to
processing up to 512 tokens per document. There are various techniques to handle longer
documents, but a simple analysis of the abstracts we use to train our model reveals that
only 1% of them contain more than 512 tokens. Additionally, there are no differences in
the average number of tokens between the classes (which could create bias in our findings).

Therefore, we truncate the abstracts at 512 tokens.®

representations of words and phrases.

"This first step of tokenizing entails converting each abstract into an array of discrete linguistic units—
usually, units are words, parts of words, numbers, symbols, and stems. Based on BERT’s tokenizer, we
tokenize using the version that SciBERT’s authors recommend, scibert-scivocab-uncased. This is expected to
yield the highest performance. The tokenizer maps each word into an integer based on the model’s vocabulary
and adds special tokens such as sentence separators, padding, and classification task-specific codes. For each
token, the tokenizer looks for the pre-trained embeddings of the model (Token Embeddings) — a vector
representing each word in a high-dimensional space in relation to an extensive vocabulary. In addition, the
tokenizer adds information regarding the position of each token in the text, both in the sentence (Segment
Embeddings) and in absolute terms (Position Embeddings). Combining the three embeddings produces a
unique embedding for each token in the abstract, which serves as the input to the first layer of the neural
network.

Furthermore, in the case of bidirectional transformers, the embeddings capture information about the
token’s relative position within a document, enabling the contextualization of its meaning when fine-tuning
the models. We tested this method and found that it improved the models’ performance by not modifying
the input text. Unlike other NLP techniques, transformers do not necessarily require removing stop words,
punctuation marks, numbers, special characters, or stemming the text words to improve their performance.
Transformer models’ tokenizers may split specific words into subwords and characters. However, this exercise
is left to the tokenization exercise, which depends on the specific pre-trained language model used. SciBERT’s
tokenizer, in particular, uses its wordpiece vocabulary based on a subword segmentation algorithm created
to match best the corpus of scientific papers used to train the model (scivocad) (Beltagy et al., 2019).

8Figure B.1 in Appendix B shows the distribution of abstracts’ length.
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3.3 Data
3.3.1 Scientific articles data

We use Dimensions as a source for scientific publications. Dimensions is a research and
innovation database that contains detailed information on publications, patents, grants,
clinical trials, and policy documents. In particular, the set contains information on more
than 139 million publications with their title, abstract text, publication sources, author
information, fields of research, and other metadata. We remove works that do not have
abstract text, works that do not have a Digital Object Identifier (DOI), and duplicate DOIs.”

We limited our analysis to peer-reviewed journal articles and findings reported in confer-
ence proceedings to ensure high-quality scientific findings, resulting in 70,805,788 scientific
papers. Moreover, we focused our analysis on eleven scientific fields, which cover the major-
ity of natural and applied sciences and engineering but exclude the social sciences. The fields
are Agricultural, veterinary, and food sciences; Biological sciences; Biomedical and clinical
sciences; Chemical sciences; Earth sciences; Engineering; Environmental sciences; Health
sciences; Information and computing sciences; Mathematical sciences; and Physical sciences.

After conditioning on these fields, our sample size decreased to 50,362,042 academic papers.

3.3.2 Patent data

Second, we sourced patent citations to scientific papers from the Reliance on Science dataset
(Marx and Fuegi, 2020). This dataset contains 22,660,003 linkages between 3,017,441 unique
patents and 4,017,152 unique papers drawn from over 160 million works. Using the DOI of
a paper, we merged the Reliance on Science dataset with Dimensions. This resulted in all
4,017,152 papers in the Reliance on Science set being matched to a paper in the Dimensions
subsample we created, which accounts for 7.98% of the papers in our sample being cited by

one or more patents. For this analysis, we assume that papers not cited by a patent in the

9A Digital Object Identifier is a persistent identifier or handle used to uniquely identify various objects,
standardized by the International Organization for Standardization.
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resulting set have no patent citations.'”

Next, we use data from Google Patents Research and the United States Patent and
Trademark Office (USPTO) to append to our dataset information on assignee and patent
renewal, respectively. Using the patent publication number, we merge the three datasets

containing patent information (Reliance on Science, Google Patents Research, and USPTO).

3.3.3 Technology Transfer Office Data

In addition to public data on papers and patents, we have access to detailed data from the
technology transfer office (TTO) of a major research university, which includes data on all
invention disclosures and subsequent actions tied to those disclosures, including patenting,
licensing, agreements, revenues, TTO investments tied to each invention, whether the licensee
is a startup or an established firm, and inventor identity, including the inventor’s history
with the TTO. We remove inventions disclosed before 2000 and those not associated with
an active researcher at the time of disclosure. The resulting dataset includes 5,219 invention
disclosures from January 2000 to December 2020.

We take three steps to identify the scientific findings relevant to an inventor’s disclosure.
First, we match our two primary datasets: (a) Dimensions, containing academic publica-
tions information, with the (b) TTO dataset. We extract from Dimensions the names of all
researchers affiliated with the TTO’s University at any time. Next, we use a fuzzy matching
algorithm to match the researchers’ names from Dimensions to those of researchers who dis-
closed inventions in the TTO data. The matched dataset contains publications and invention
disclosures matched by author name. Between 2000 and 2020, 4,367 researchers matched
from one dataset (Dimensions) to the other (TTO data) and linked to 53,180 unique publi-
cations and 4,505 inventions.

An invention disclosure is not associated with a paper merely based on a common author

10This assumption likely introduces error into our estimates by leading us to classify articles that are likely
to be cited by patents as those that are not, thus reducing the out-of-sample accuracy of our model. This
will likely lead to a conservative bias in our estimates.
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appearing in a paper or invention disclosure. We rely on two additional factors to better
match invention disclosures with a set of academic papers that contribute to the invention.
First is the time proximity between the publication and the disclosure. The second is based
on text similarity between publications and inventions.

To assess the temporal relationship between academic papers and invention disclosures,
we introduce a measure called 'time gap. This measure calculates the years between the
publication of a paper and the corresponding invention disclosure. We use the year of the
invention disclosure as our reference point, marked as time ‘0’ The time gap is then defined
as the difference in years between when the paper was published and the year of disclosure.
For instance, if a paper was published in 2013 and its associated invention was disclosed
in 2015, the time gap is two years. Another paper by the same author published in 2020,
associated with the same invention, would have a time gap of five years.

We determine a paper’s influence on an invention—essentially matching a paper to an
invention—based on whether the time gap falls within a specific range. Specifically, we
use a time window of [-1,3] years. This range is based on guidelines from the Technology
Transfer Office (TTO), which advises inventors to disclose their inventions before public dis-
semination to maintain patenting options in jurisdictions without a one-year grace period
post-publication. Research also indicates that scientific publications leading to patents are
often temporally close to each other (Azoulay et al., 2007; Marx and Fuegi, 2020). Applying
this method identifies 3,173 researchers linked to 19,381 publications and 3,127 inventions.'!
In the last step of our methodology, we refine the matches between publications and inven-
tions based on textual similarity. We employ a technique similar to the one described earlier,
using BERT to generate textual embeddings for both the titles of papers and inventions. For

each potential publication-invention pair (identified by having a common author and falling

HNote that an invention can have more than one inventor. Thus, an invention can be matched to the
publications of more than one researcher. Similarly, a publication can be matched to more than one invention,
either because the publication has one author with more than one invention within the time window or
because the publication has more than one author who has disclosed at least one invention within the time
window.
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within the [-1,3] time window), we calculate the cosine similarity between the embeddings
of their titles. Based on our analysis, we conclude that matches with similarity scores above
0.5 likely indicate publications that have influenced an invention.'?

This three-step process resulted in 13,445 unique publications being matched to 2,728
inventions, with 2,717 researchers linked to these matches. The median number of publica-
tions associated with each invention is 2, a finding consistent with other studies examining
paper-patent pairs (e.g., Marx and Fuegi, 2020). Following this, we prepare two datasets for
our analyses.

The first dataset is aggregated at the article level. It includes information about each ar-
ticle, such as its influence on an invention disclosed to the TTO, its commercial and scientific
potential, the number of times it’s cited by patents, and other relevant characteristics. This
dataset will help us analyze the attributes of scientific articles linked to inventions disclosed
to the TTO. It comprises 96,564 articles, of which 13,445 (13.92%) are associated with an
invention disclosure.

The second dataset is aggregated at the level of invention disclosures. Here, we examine
the relationship between the commercial potential of disclosure and outcomes like TTO
investment, patent filings, licensing agreements, and revenue generation. Since inventions
are often linked to multiple articles, we average each invention’s relevant variables (such as
commercial potential, scientific potential, and patent citations). This dataset includes 2,728
inventions.

Table 1 details the variables used in the TTO analysis. Table 3 provides summary
statistics for all articles published between 2000 and 2020 by researchers affiliated with the
TTO’s university at the time of publication, while Panel B of the same table offers summary
statistics about the inventions disclosed to the TTO and the scientific research upon which

they are based.

[Table 1 about here.]

12We also applied this procedure using the publications’ abstracts and the inventions’ descriptions. While
we observed similar results, title-based matching proved less prone to errors.
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[Table 2 about here.]

[Table 3 about here.]

3.4 Commercial potential

We have developed a predictive model to estimate the commercial potential of scientific
articles, estimating their likelihood of being cited by a patent and whether that patent is
subsequently renewed. The model is based on analyzing the text of the article’s abstract.

For each year from 2000 to 2020, we created a specific model using data from the preceding
ten years up to the year just before the focal year (year ¢ — 1). This approach was chosen to
avoid data generated after the focal year, preventing data leakage and allowing the model
to understand the historical connection between text and commercial outcomes.

In our model development, avoiding data leakage was a priority. Data leakage occurs
when information from outside the focal period is inadvertently included in the training data,
potentially skewing the model’s predictions. To prevent this, we carefully selected data up
to the year just before the focal year (year t — 1) for training. For example, when predicting
for the year 2000, we only used data up to 1999. This ensures that the model’s predictions
are based solely on information that would have been available at the time, maintaining the
integrity and relevance of our results.

We use articles from ten years preceding that year to train the model for articles published
in a specific year (1), specifically from years t —14 to t —5. For example, for articles published
in 2000, we use article data from 1986 to 1995 and citation and renewal data until ¢ — 1,
or 1999. This four-year gap between the article data and the focal year is essential, mainly
because we use patent renewals, which occur, on average, four years after a patent’s grant,
as an indicator of commercial value. This allows four years for the last of our articles in our
training sample (at ¢ — 5) sufficient time to accrue patent citations and renewals.

Our experiments indicated that the model’s accuracy did not significantly improve with

more than 20,000 observations despite testing up to 100,000. Therefore, we trained each
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year’s model with a dataset of 20,000 articles. The model aims to predict whether a scientific
article will be used in developing commercial inventions, with articles cited by renewed
patents classified as having high commercial potential.

We ensured each model had a balanced training sample to avoid bias in our Natural
Language Processing (NLP) model, which is particularly important for neural networks. We
selected 10,000 articles either never cited by a patent or a non-renewed patent and 10,000
articles cited by a renewed patent. This created a balanced dataset, representative of various
scenarios, including articles never cited by patents, those cited by non-renewed patents, and
those cited by renewed patents.

In developing each model, we divided the data into three sets: 75% for training, 12.5%
for testing, and 12.5% for validation. This division follows machine learning best practices,
ensuring unbiased performance and allowing the final accuracy of the model to be evaluated

with previously unseen data.'?

3.5 Commercial potential model: Performance

After training the model with the designated training and test sets, we employ the validation
sample set aside during the training phase to assess the model’s accuracy using previously
unseen data. Different parameters were experimented with during training. The most influ-
ential parameters identified were: five epochs (iterations of the neural network optimization
procedure), a batch size of 16 (the number of training subsamples processed by the neural

network at a time), and a learning rate of 2e-5 (a tuning parameter for minimizing the loss

I3Neural networks undergo training through iterations, known as epochs, where the model’s parameters
are first randomly initialized. During each epoch, the input data undergoes forward propagation through
the network layers, each performing specific calculations. This results in the transformation of the data into
new representations, which are passed through successive layers until the final output is produced. Backward
propagation occurs, where the loss function’s gradients are computed to update and optimize the network
parameters. This forward and backward propagation process repeats for each epoch until the loss function
converges or a predetermined number of epochs is reached.

After training, evaluating the model’s performance using an out-of-sample validation set is imperative.
This requirement arises because the training and test sets utilized during the learning phase cannot be reused
for unbiased performance assessment. Consequently, the original dataset is subdivided into three subsets to
facilitate this evaluation process.
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function). We approached the classification as a multi-class problem and utilized a sigmoid
function for the network’s final layer.

The model, aimed at gauging the commercial potential of articles published between
2000 and 2020, achieved an average accuracy of 74%. This means that it correctly predicts
the class (whether an article will attract citations from renewed patents) for 7.4 out of
10 abstracts. Additionally, the average area under the receiver operating characteristic
(AUROC) curve is 0.74, indicating a balanced distinction between false positives and false
negatives. The ROC curve is a measure of the true positive rate against the false positive
rate at various thresholds, with a perfect classification task yielding an area of 1 and a naive
task yielding an area of 0.5.'

Tables A and A.2 in Appendix A present examples of articles from the top and bottom 20
percentiles of commercial potential, respectively. These examples are drawn from completely
out-of-sample articles published after the end of our training sample period. Detailed per-
formance metrics for each model are provided in Appendix B, Figures B.2, and B.3. While
our classifier demonstrates reasonable accuracy, there is potential for further enhancement.

Two primary factors may be influencing its performance:

1. Diverse Academic Fields: Our single NLP model is trained to classify articles across
various fields, from Biology to Materials Science to Computer Science. Textual features

indicative of commercial potential can significantly vary between these disciplines. This

1A concern is whether the classification task is influenced by the use of certain words that are not
fundamentally related to the scientific content, but may superficially suggest greater commercial potential in a
scientific contribution. For instance, the model could disproportionately classify abstracts with a ’commercial
flavor’ as having higher commercial potential. In this scenario, the primary determinant of the results
would be the language employed rather than the intrinsic scientific research and its potential commercial
applications. We randomly selected 100,000 abstracts from our article database to empirically investigate
this possibility and utilized ChatGPT to modify each abstract to appear more commercially applicable. The
specific instruction given to ChatGPT was: 'Pretend you are an academic researcher revising the abstract
of your paper to accentuate its commercial appeal. Impart the notion that the paper has commercial
applications without introducing new information. Retain all original details in the modified text, ensuring
its suitability for academic publication.” Visual inspection confirmed that the ChatGPT-modified abstracts
adopted more commercially oriented language while preserving the original content. Subsequently, these
modified abstracts were inputted into our model for new predictions of commercial potential. This allowed
us to compare, for identical scientific findings, whether an abstract written with a ’commercial flavor’ receives
higher commercial potential scores. Our findings are qualitatively robust to commercial language, indicating
no significant differences in commercial potential scores between the original and modified abstracts.
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diversity necessitates compromises in parameter settings, consequently limiting the
model’s overall performance. For comparison, Manjunath et al. (2021) focused their
NLP model exclusively on the life sciences and biomedical fields, utilizing over 20
million articles from PubMed. They achieved an AUROC of 0.83, highlighting the
benefits of field-specific models. In future iterations of our research, we aim to develop

separate models for each of the eleven fields to potentially enhance performance.

. Complexity of Task: Predicting commercial potential from textual data is inherently
complex and uncertain, making it challenging even for expert human analysis. While
most NLP classification tasks, such as identifying specific emotions in text, report
accuracies above 95%, these tasks typically involve more straightforward information
within the text. For more complex tasks, lower performance is expected. For instance,
Liang et al. (2022) trained two NLP models to predict the financial success of inventions
disclosed to Stanford’s Technology Transfer Office. Their BERT-based model achieved
an AUROC of 0.76, while the simpler TF-IDF-based model reached 0.71. Similarly,
Guzman and Li (2023) used doc2vec to predict the early-stage success of startups and

reported AUROCs between 0.60 and 0.65.

. Changing language: Scientific knowledge, constantly evolving, is mirrored in the
ever-changing language of research. Our study, however, is limited to analyzing the
text of academic article abstracts and titles. This focus narrows our model’s capacity
to capture the nuanced dynamics of token emergence, usage, and interconnections and
the detailed content in full texts, tables, and figures of articles. These constraints
hinder our model’s ability to fully grasp the depth and context of scientific discourse,
thereby impacting the accuracy of predictions, especially for complex outcomes like
commercial success. Moreover, to the extent that the training of our model is based
on publications from the period spanning t-14 to t-4 relative to the focal year, the

emergence of new technical language and terms of art can bias our analysis.
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These comparisons underscore the challenge inherent in tasks with uncertain outcomes
and are heavily context-dependent. They also indicate the potential for improved perfor-
mance through methodological refinements tailored to specific contexts. Furthermore, in
the subsequent empirical analyses, we intend to juxtapose the predictions of our model with
human decision-making processes. In this context, gaining a detailed understanding of the
sources of errors becomes imperative. For instance, consider a scenario where the model
forecasts that a patent should cite an article, but it does not. This discrepancy could arise
from two possibilities: firstly, the model’s prediction might be incorrect, indicating that
decision-makers were justified in not utilizing the scientific knowledge from the article (in-
dicative of a model error), or secondly, the model’s prediction might indeed be accurate,
suggesting that the decision-makers overlooked or misjudged the value of the information in
the article (suggesting human error). The current version of the paper does not make this

critical distinction in its presentation of results.!®

3.6 Secondary models: Scientific and social impact

In addition to commercial potential, other attributes of scientific findings, namely their
scientific potential and social impact potential, may also influence decisions regarding com-
mercialization. These aspects, while distinct, are not necessarily in opposition to commercial
viability. Cohen et al. (2020) observed that life science academics driven by a strong desire
for social impact were among the most prolific in patenting their research. However, the
prioritization of scientific and social impact can vary by field and individual researcher and

may only sometimes align with research geared towards commercial application.

15To begin addressing the issue, one approach involves applying uncertainty quantification techniques. For
instance, Bayesian neural networks (Blundell et al., 2015) can be employed to explicitly model the epistemic
uncertainty inherent in the model’s parameters. Situations in which the model demonstrates high uncertainty
could indicate areas where it lacks robustness or faces challenges due to inherent architecture or training data
limitations. Conversely, to probe errors related to human decision-making, our focus could shift to instances
where the model’s predictions consistently deviate from human decisions. As proposed by Lakshminarayanan
et al. (2017), deep ensemble methods facilitate the generation of multiple predictions, offering a probabilistic
perspective. Significant discrepancies between ensemble predictions and human decisions could highlight
potential disparities in the decision-making process. This suggests areas where human subjectivity or external
factors might be influencing outcomes.
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Recognizing the importance of these dimensions, we have developed two additional
language-based models to quantify scientific findings’ scientific and social impact potentials.
These models are conceptually similar to our primary model, which is focused on commercial
potential and follows the same structural and methodological approach. However, they are
tailored to capture the unique characteristics associated with scientific and social impacts.

The specific features and methodologies of each model are detailed subsequently.

3.6.1 Scientific potential

The models estimating scientific potential are developed using the same methodology as
our primary commercial potential models. In this context, we employ academic citations as
indicators for scientific potential. The classification variable for these models is the number
of academic citations a paper receives. To ensure a balanced dataset, we have defined
the median number of citations in the training sample as the threshold for classification.
Specifically, papers cited 16 times or fewer are categorized as having low scientific potential,
whereas those cited more than 16 times are classified as having high scientific potential.
The performance of these models is satisfactory, achieving an average accuracy and Area
Under the Receiver Operating Characteristic (AUROC) of 0.71. It is important to note
that we conducted various experiments with different thresholds and settings. Our priority
was maintaining consistency with the primary model’s training sample, ensuring a balanced
training dataset, and setting a classification threshold meaningfully higher than zero cita-
tions. This approach allows the inclusion of papers in the low category that still have the

potential to yield value.

3.6.2 Social impact potential

In an effort to quantify the social impact potential of scientific findings using a language-based
model, we embarked on a novel methodological approach, given the absence of pre-existing

data for this purpose. Our process involved several key steps:
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1. Data Sampling for Elicitation and NLP Training: From our primary dataset,
we randomly selected 1,200 papers from 2012 across six fields: Physics, Biology, Com-
puter Science, Electrical Engineering, Materials Science, and Mechanical Engineering.
The choice of 2012 papers served dual purposes: it provided a sufficient time frame
for patent citations to manifest and reflect a paper’s commercial impact and ensured
relevance to current social challenges. We balanced this sample across the fields and in
terms of commercial outcomes, aiming for equal representation of papers with varying
levels of patent citations. This balanced approach was crucial to create a representative

sample for effective model training.

2. Human Elicitation Exercise for Social Impact Measure: We engaged 10,015
human evaluators in a study where each participant rated three abstracts randomly
drawn from our pool of 1,200 papers. The evaluations were based on 11 questions,
rated on a Likert scale from 1 to 5, and were designed to assess social impact (de-
tails in Table C.1, Appendix C). A custom software application facilitated this data
collection. We averaged the results for each question, normalized them to reduce inter-
subject variation, and ensured each paper received evaluations from about 30 different

individuals.

3. NLP Model Training Using Human-Based Measures: We trained an NLP
model to leverage the human-derived measure of social impact potential. The model
classified findings into high and low social impact potential. The cutoff for classification
was set at zero, based on the de-meaned and normalized human-based scores. Papers
with a score at or below zero were labeled as having low social potential, while those

above zero were considered as having high social potential.

The model’s performance, evaluated using the test set, was impressive, showing high
accuracy, precision, recall, and AUROC of 0.86. Additionally, Appendices C.1 and C.2

explore the correlation between our social impact measure and actual commercial outcomes,
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offering more profound insights into the model’s practical applicability.

4 Results

The results section of our study is divided into two parts. The first part utilizes data from
the technology transfer office of a leading research university. This data helps examine the
external validity of our commercial measure and analyze the advancement of commercially
valuable research through the technology transfer process. Subsequently, we extend our anal-
ysis to determine if ideas with high commercial potential, not disclosed to the university’s
technology transfer office, are utilized by corporations in developing their inventions. Addi-
tionally, this part investigates the impact of disclosure to the university and the university’s
patenting activities on corporate usage.

In the final part of our study, we broaden our analysis to include a substantial sample
of research-active universities in the United States. Here, we assess whether research with
high commercial potential is ultimately employed in commercial patents. Moreover, we
explore whether the frequency of high commercial potential ideas being utilized commercially
increases when they are derived from or linked with entities (such as universities and journals)

and individuals (notably researchers) with a documented history of commercial impact.

4.1 Commercial Potential and Technology Transfer at a US Uni-

versity

In this section, we apply our commercial potential measure to the experience of the Tech-
nology Transfer Office (TTO) of a leading U.S. private university to analyze the commer-
cialization process and validate the measure against outcomes not included in its initial
training. Thus, trained initially on academic articles and their citation by renewed patents,
our machine learning models are now tested against TTO administrative data.

We will examine the relationships between our measure and key commercialization stages:
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disclosure of article-linked inventions to the TTO, TTO investment decisions, licensing,
agreements, and revenue generation. Further, the analysis considers additional factors like
the invention’s scientific and social impact potential and the inventors’ experience with com-
mercialization and the TTO.

This approach aims to validate the effectiveness of our measure in real-world settings,

offering insights into its broader applicability beyond the initial training scenarios.

4.1.1 What findings do scientists disclose?

Our analysis commences with evaluating the disclosure process to the Technology Transfer
Office (TTO), a critical initial step in the technology transfer process. As noted in the
theoretical section, it is the scientists who decide to disclose their inventions to the TTO
based on factors such as personal motivation, the incentive system of the university, and the
effort that may be entailed not only by the disclosure but also by any expected follow-on
work associated with the process of technology transfer. We hypothesize that scientists, with
accurate assessment and proper incentives, are more likely to disclose inventions with higher
commercial potential to the TTO, a hypothesis that our findings support.

Figure 1 illustrates a density plot showcasing the commercial potential of scientific arti-
cles, our primary variable of interest. This figure compares the density distributions for all
university-associated papers and those linked explicitly to inventions disclosed to the TTO,
offering a foundation for the subsequent analyses. Table 4 summarizes the key correlations

across these variables of interest.

[Figure 1 about here.]

[Table 4 about here.]

Table 5 shows the relationship between the commercial potential of an article and its
likelihood of disclosure to the TTO. We categorize the articles into four groups (quartiles)

based on their commercial potential. These groups are: low potential (first quartile), mid-low
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potential (second quartile), mid-high potential (third quartile), and high potential (fourth
quartile). We then calculate the probability of disclosure for articles within each category.
The findings indicate that articles in the low potential category have a 4.62% chance of being
disclosed, whereas those in the high potential category have a 24.74% chance, which is 5.35

times greater.
[Table 5 about here.]

To more formally test the relationship between commercial potential and disclosure, we

estimate the following linear probability model:

disclosure; = By + i + Porb; + Baw; + Baal 4 0y + €, (1)

where, for a scientific discovery reported in an article ¢ published in year ¢, disclosure;
is a binary variable representing whether the article ¢ led to an invention disclosed to the
TTO, ¢; represents the article’s commercial potential, v; its scientific potential, w; its social
impact potential, and ol* represents the scientific H-index of the paper’s authors at the time
t of publication, which we will call scientific prominence. 6;; represents a grouped field-year
fixed effect to account for technological shocks and trends across the field of the paper ¢ in
year t.

Table 6 presents the results of our analysis. Model 1 examines the baseline impact of
fixed effects on disclosure rates. Model 2 reveals that the commercial potential of a scientific
finding is a strong predictor of its disclosure, with the explained variation beyond the year-
field fixed effect increasing from 0.025 to 0.061. Additionally, a one standard deviation
increase (0.31) from the median commercial potential score (0.57) corresponds to a 7.38
percentage point rise in disclosure probability.

In Models 3 to 6, we expand our analysis by incorporating additional variables: scientific
potential, social impact potential, and the h-index, which assesses the author’s scientific

experience. Model 5, in particular, reveals that each factor uniquely influences the decision
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to disclose an invention to the TTO. Our primary model, Model 6, detailed in equation 1,
confirms the significant role of commercial potential in this context. Specifically, an increase
of one standard deviation in the commercial potential score correlates with a 6.44 percentage
point increase in the disclosure probability. Notably, the coefficient for commercial potential
in this more comprehensive model (Model 6) remains similar in magnitude to that in Model
2. This consistency suggests that our commercial potential measure effectively captures a

key factor in the disclosure decision-making process.
[Table 6 about here.]

Table 7 presents a detailed analysis of the impact of commercial potential on various
later-stage outcomes in the technology transfer process. Note that while disclosure reflects a
decision on the part of the scientists, investment in an invention and the decision to patent
both reflect decisions on the part of the TTO. In contrast, an agreement and a license
reflect decisions on the part of the firms intending to build on the invention. The results
are expressed as percentage point increases associated with a one standard deviation change
in the commercial potential measure. The data reveals a clear pattern: higher commercial
potential correlates with increased likelihood across all stages. A recap from Table 6, the
probability of an invention being disclosed to the Technology Transfer Office (TTO) increases
by 6.44% (a 46% increase over the baseline).

Furthermore, the likelihood of receiving TTO investment increases by 5.28% (56% in-
crease over baseline), while the chances of obtaining a patent rise by 4.28% (53% increase
over baseline). The data also shows a 3.97% increase in the likelihood of reaching an agree-
ment with a firm (47% increase over baseline), a 1.59% increase in the chances of securing
a license (37% increase over baseline), and a 0.66% increase in generating revenue (38% in-
crease over baseline of 1.71%). These results collectively indicate that a higher commercial
potential of an invention not only influences its initial disclosure but also positively impacts
its subsequent progression through the stages of commercialization. Another notable result

is that the scientific potential of the article(s) linked to an invention has little relationship
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with any decisions made. However, it is related to the realization of revenue. This stands in
contrast to the scientific prominence of the faculty inventor(s), which is related to both the
TTO’s decisions and licensing on the part of firms, though we’ll probe this in more detail
below. For the TTO and firms, the scientific prominence of a faculty member signals the

credibility of the inventor and thus focuses the search.

[Table 7 about here.]

4.1.2 How much information does the commercial potential measure convey

post-disclosure?

We examine two critical decisions of the university’s TTO that determine whether an inven-
tion will be pursued for commercialization. First, we consider the investment an invention
receives from the TTO. The nature of this investment varies depending on the invention’s
field; in some cases, it involves legal protection and licensing costs, while in others, it encom-
passes marketing expenses. Regardless, the amount invested in commercializing an invention
indicates the TTO’s belief in its commercial promise. Therefore, we expect inventions based
on commercially promising science to receive more significant investment. Second, we ob-
serve the number of patents the TTO files for a given invention, another related proxy for
the TTO’s expectations regarding an invention’s value.

In Table 8, we examine the factors associated with the level of TTO investment and the
number of patents filed by the TTO, respectively. Figure D.1 in Appendix D provides a
visual interpretation. Since both distributions are skewed, we log-transform the variables."

On the right-hand side, in addition to our primary variable of commercial potential, we
incorporate whether the authors associated with the invention have prior experience working
with the TTO and the interaction of authors’ TTO experience with the invention’s commer-
cial potential. These variables account for the possibility that TTO managers invest in more
experienced teams to reduce investment risk. While it may be the case that the TTO be-

lieves that the inventor’s experience increases the likelihood of successful commercialization,
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it may also be the case that attention to the inventor’s experience distracts the TTO from
the expected commercial potential of the invention. We also control for the scientific poten-
tial and social impact potential of the science associated with the invention and the authors’

scientific experience (H-index). The econometric specification is as follows:

y})utcome _ 60 + Bl¢j + 52(1/20 + ﬂgaﬁogbj —+ Bﬂ/jj + 55&)]' + BGCY;-ZE + @jt + €5, (2)

where, for an invention j disclosed to the TTO in year t, youtcome

j represents one of the

two outcomes—Log(Investment 4+ 1) or Log(Patents + 1). ¢, represents the invention’s

tto
jt

commercial potential, 1; its scientific potential, and w; its social impact potential. «
represents whether at least one of the authors associated with the invention had previously
disclosed a separate invention to the TTO, and oz;?f captures the authors’ scientific experience
(H-index) at time ¢t. O, represents a grouped field-year fixed effect at the invention level to
account for technological shocks and trends across the field of the invention j in year ¢t. Table
8 presents the results. As expected, high-potential ideas attract more investment (Model
1). These results remain robust in the main specification, Equation 2, after controlling for

an invention’s scientific and social impact potential and the authors’ scientific experience

(Model 4).

[Table 8 about here.]

4.1.3 What predicts progress through the commercialization process?

The revised analysis of the data, as detailed in Table 9, re-evaluates the investment and
patent model initially presented in Table 8. This time, the analysis excludes the interaction
term, which previously showed a negligible influence. The findings indicate that projects
with high commercial potential are more likely to receive investment and patent protection.

However, when the analysis accounts for investment, the predictive power of commer-

cial, scientific, and social impact potentials on outcomes like agreements, licensing, startup
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formation, venture capital (VC) investment, and revenue generation appears significantly di-
minished. This suggests the initial investment decision may already encapsulate much of the
commercial potential’s predictive value. Furthermore, the data reveals that an investigator’s
previous experience with the technology transfer office (TTO) is a strong indicator of suc-
cess in various stages of commercialization, such as formal agreements with firms, licensing,
startup formation, and securing VC funding. If we are to (strongly) assume our measure
of commercial potential captures the commercial potential inhering in the scientific finding
or idea. In that case, this result suggests that the inventor’s commercial experience, and
perhaps involvement, may impact successful commercialization over and above the impact
of commercial potential per se. Although inventor experience does not significantly impact
revenue generation, this may be attributed to limitations in the data set, particularly in

accurately capturing revenue and licensing payments to the university.

[Table 9 about here.]

4.1.4 The impact of disclosure and university patenting on corporate use of

university science

It is crucial to acknowledge that not all university-derived scientific discoveries are com-
mercialized through the efforts of a technology transfer office (TTO). Often, companies
independently search for scientific ideas, bypassing formal technology transfer mechanisms.
To investigate the corporate utilization of scientific research from this university and to un-
derstand the impact of disclosure on such utilization, we conducted two distinct analyses:
one at the article level and the other at the disclosure level.

The results of these analyses are depicted in two tables. Table 10, which examines the
article level, reveals that the disclosure of a scientific article markedly increases its likelihood
of citation in a corporate patent, indicating enhanced visibility or relevance due to disclosure.
Furthermore, at the invention level, as examined in Table 11 and conditioned on disclosure, it

is observed that patenting by the Technology Transfer Office (TTO) influences the likelihood
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of associated articles being cited in corporate patents. However, the impact of patenting on
corporate utilization of this science is considerably less pronounced than disclosures. These
trends suggest a significant role for TTO involvement, with the primary effect of commercial
potential remaining positive, substantial, and statistically significant. Considering that the
proportion of non-disclosed papers (75%) compared to disclosed ones (25%) ranks in the top
quartile for commercial potential, it can be inferred that the TTO plays a significant, albeit
complementary, role.

However, caution must be exercised in interpreting these results. The presence of coun-
tervailing factors, as discussed in our earlier arguments, may be influencing these outcomes.
Thus, while these analyses provide insights into the relationship between university research
disclosure, TTO activities, and corporate patent citations, they also underscore the com-

plexity of commercializing academic research.

[Table 10 about here.]

[Table 11 about here.|

We should also point out that across tables 10 and 11, we observe yet another result
that inspires confidence in our measure of the commercial potential of science—namely that
the measure appears to have a strong relationship with firms’ use of high potential articles.
For example, in Table 10, we observe that the higher the commercial potential of an article,
the more likely that a patent will cite it, and the results are robust after controlling for the
variables specified in the previous models, the scientific potential, the social potential, and the
authors’ scientific and commercial experience. Figure 2 provides an intuitive representation

of the findings.

[Figure 2 about here.]
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4.2 The commercial potential and realization of U.S. scientific re-

search

In this section, we expand our analysis to encompass various research-focused universities
in the United States, examining publications from 2000 to 2020. Our investigation centers
on determining if research possessing significant commercial potential is eventually incor-
porated into commercial patents and whether this likelihood is heightened when associated
with entities and individuals with a history of commercial and scientific influence, including
universities, journals, and scientists. We specifically study whether institutions and indi-
viduals with a record of substantial commercial or scientific impact, as indicated by a high
H-index (calculated for patent and academic citations at the university, journal, and author
levels), are more likely to be cited by patents. Additionally, we study whether higher com-
mercial potential is associated with higher rates of patent renewal among articles cited by
at least one patent.

Our dataset for this analysis consists of 5,211,133 articles spanning eleven academic fields:
Agricultural, Veterinary, and Food Sciences; Biological Sciences; Biomedical and Clinical
Sciences; Chemical Sciences; Earth Sciences; Engineering; Environmental Sciences; Health
Sciences; Information and Computing Sciences; Mathematical Sciences; and Physical Sci-
ences. In our analysis, we specifically focus on articles authored by researchers affiliated
with leading U.S. research institutions actively commercializing their research. To deter-
mine these top research institutions, we adhere to the 'R1: Doctoral Universities — Very
high research activity’ category from the Carnegie Classification of Institutions of Higher
Education as of 2021. Furthermore, to identify commercially active research institutions, we
rely on their membership in the Association of University Technology Managers (AUTM),
which stipulates a minimum of 0.5 full-time equivalents (FTE) staff dedicated to technology
commercialization. This criterion yields a list of 126 U.S. universities for our analysis. Our
results are robust to other approaches for defining our sample of institutions, including all

universities with at least .5 FTEs for licensing that are also members of AUTM.

31



To assess the commercial prospects of these publications, we employ a Natural Language
Processing (NLP) model that we have developed. This model analyzes the abstracts of the
articles to calculate indicators of their scientific and social potential. The preprocessing steps
applied to the abstracts before their analysis with our NLP model are outlined in section
3.2.

Table 12 summarizes the statistical characteristics of the sample under study, while Table
13 offers insights into the correlations between the key variables of interest in this research.
This analytical approach aims to shed light on the complex interplay between the inherent

potential of scientific research and its practical, commercial realization.

[Table 12 about here.]

[Table 13 about here.]

First, we begin with a descriptive exercise to investigate whether the commercial realiza-
tion rate of articles (the likelihood of an article published at that university being cited by
patents) varies among institutions. Figure 3 (Panel A) illustrates the differences in commer-
cialization rates between “bottom ranked institutions” (those that produce less research) and
“top-ranked institutions” (those that produce more) during the period 2000-2015.1° In this
figure, a publication’s citation in a patent serves as a comparable indicator of its commercial
“use”. Overall, 18.88% of articles from top institutions get cited by at least one patent,
whereas only 13.46% of articles from bottom institutions do. Notably, there is a marked
difference (40.5% increase) in the commercialization rate when comparing bottom to top
institutions. The factors leading to this difference might be due to various reasons, including
the supply and demand-level frictions discussed earlier, the composition of specific research

areas that these institutions focus on, and the varying tendencies to secure patents in those

areas. Furthermore, field-specific analysis indicates that disparities in commercialization

6Patents tend to cite papers that were published, on average, 14 years before a patent is granted (Marx
and Fuegi, 2022). While we have sufficient variation in patent citations before 2015, articles published after
2015 accumulate few patent citations, and, thus, we do not consider these for this descriptive exercise.
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rates among institutions vary considerably across both institutions and fields—ranging from
14% to 65%, with some fields having significantly larger realization gaps than others when

viewed across institutions.
[Figure 3 about here.]

However, Panel A encompasses publications with low and high commercial potential,
which may obscure significant differences across institutions. In particular, there are crucial
differences in (a) the quantity of high commercial potential science produced by institutions
and (b) the rate at which this subset of publications translates into commercial use. As a
result, the analysis in Figure 3 (Panel B) is refined by considering only those papers identified
as possessing high commercial potential (i.e., those in the top decile of commercial potential
scores). This allows us to focus on the relevant risk-set across institutions: those publications
most likely to be commercialized ex-ante. This panel illustrates the percentage of articles
cited by at least one patent out of all articles deemed to have high commercial potential. We
find three primary results. First, unsurprisingly, when the focus narrows to articles with high
commercial potential, the patent citation rates for these articles surge. Collectively, across
all fields, 43.02% of articles from top institutions and 34.97% from bottom institutions reach
commercialization. Second, there’s a substantial reduction in the commercialization rate gap
between top and bottom institutions when we restrict our attention to only those articles
with high commercial potential. Specifically, the relative differential shrinks to 23% from
the earlier 40.5%. Finally, despite the high commercial potential classification, a significant
57% of the research, even at more prominent and research-intensive universities, does not
transition to commercial use.

Figures 4 and 5 illustrate the considerable variation in both the relative and absolute
volume of high commercial potential science across institutions. While some universities,
such as the Massachusetts Institute of Technology, have nearly 16% of articles classified as

high commercial potential, other institutions, also with active technology transfer offices,
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have far fewer: the University of Hawaii has approximately 2% whereas the University of

Arizona has 6%.
[Figure 4 about here.]
[Figure 5 about here.]

To conduct a more formal analysis, we estimate the following specification:

Yi = Bo + B1¢i + o + Baw; + 54%380 + Bspi X Lfm + 56Lf70 + Br¢; X bfm +0;+¢€, (3)

where, for a scientific finding ¢ published in year t, y; represents whether a paper is cited
by at least one patent, ¢; represents the finding’s commercial potential, v; its scientific

potential, and w; its social potential. (5*° represents whether the paper i’s institution ¢ at

time ¢ is in the top 70th percentile in terms of its commercial H-index and (520 in terms of
scientific H-index (see Table 2 for a description of how institution H-indices are computed
at the paper level). 6, represents a grouped field-year fixed effect at the paper level to
account for technological shocks and trends across the field of the paper i in year t. Table 14
presents the results of this analysis. The analysis corroborates initial observations, revealing
a clear trend: research-intensive institutions are more likely to successfully commercialize
research with high commercial potential than their less research-focused counterparts. This is
evidenced by the positive and statistically significant interaction term 'Commercial potential
x High commercial impact institution,” which remains robust even when accounting for fixed
effects across years, academic fields, and universities. This result supports the idea that
a possible realization gap exists in commercialization outcomes between different types of
institutions.

To delve deeper into the causes of this disparity, the study explores two potential barriers

that might prevent research with high commercial potential from being realized. These barri-

ers are related to the characteristics of individual researchers and the journals in which their
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findings are published. Research conducted by less prominent or newer scholars and studies
published in journals with lower commercial visibility might be overlooked by commercial
entities, thereby limiting their practical application.

Model 3 in Table 14 presents outcomes that underscore ongoing institutional dispari-
ties in commercialization rates. Research with high commercial viability originating from
prestigious institutions is more likely to be cited in patents than similar research from less
renowned institutions. This holds even when controlling for specific characteristics associated
with researchers and the journals in which their work is published. This finding suggests
that institutional reputation and visibility play significant roles in the commercialization
process, influencing the likelihood of research being recognized and utilized in commercial
patents even while controlling for commercial potential. This result suggests that a higher
fraction of commercialized research is more likely to be overlooked at those institutions and
from those individuals and journals with less of a history of commercialization. This also
suggests that search heuristics firms employ to find commercially promising research may
lead to unrealized potential. On the other hand, given the high search costs associated with

firms’ efforts to find promising research, applying such heuristics may be perfectly rational.

[Table 14 about here.|

Table 15 extends the analysis of commercial potential and value by examining not just
patent citations but also the longevity and, by extension, the value of these patents. The
focus here is on papers cited by at least one patent. The critical variable of interest is the
average number of years the patents citing a particular paper have been renewed. Patent
renewal years—zero, four, eight, or twelve—serve as a proxy for the patent’s value. This
approach is premised on the notion that the longer a patent is maintained, the more valuable
it will likely be.

Given the heterogeneity of patent values—even the values of renewed patents—we now cal-

culate the average number of years that the patents citing a given paper have been renewed.
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Using such a measure provides a more nuanced understanding of the commercial value of
academic research, as seen through the lens of patent renewals.

The findings from this approach are consistent with previous analyses. They indicate
that papers from top-tier institutions are more likely to be cited by patents and tend to be
cited by patents renewed for extended periods. This implies that these papers are associated
with patents of higher commercial value. The implication is that the originating institution’s
prestige or research intensity plays a significant role not just in the initial commercialization
(as indicated by patent citations) but also in the sustained commercial viability and value

of the research, as reflected in the longevity of patent renewals.

[Table 15 about here.]

5 Discussion

The goals of our study were: 1.) to develop an ez ante measure of the commercial potential
of academic scientific contributions, and 2.) to apply that measure to identify factors con-
ditioning the realization of that potential. The premise of our study is that to understand
the determinants of the commercial realization of academic science, a useful first step is
to identify the “at-risk set”—that is, those articles, conference proceedings, etc., that offer
commercial potential.

Our first step was to develop a text-based, ex ante measure of commercial potential for
scientific articles developed with a large language model employing machine learning. We
then applied this measure in two empirical analyses to examine the commercialization of
academic science. The first was at the micro level, within one leading research university, of
the process of scientific ideas and findings progressing from publication to commercialization
via the university’s technology transfer office. The second was conducted at the institutional
level, examining features of American research universities conditioning the commercializa-

tion of science.
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In the first study, we examined the commercialization of over 96,000 articles from a
well-known research university. Our findings showed that our method effectively predicted
which scientific discoveries were disclosed, the investments made by a university’s Technol-
ogy Transfer Office (TTO), patent applications, startup formations, and licensing activities.
However, conditional on disclosure and investment, the critical factor that drove commercial
success for a given invention was whether someone on the inventing team had prior experi-
ence commercializing their science. If we assume that our measure correctly identified the
commercial potential inhering to a scientific study, this finding suggests, consistent with the
literature, that such potential may not be sufficient to ensure successful commercialization;
that the experience of the individual(s) performing that study also plays an important role
in the commercialization process.

A significant observation in this study is that a primary barrier to commercialization
often arises from scientists not disclosing their discoveries. This nondisclosure may originate
from the scientists’ personal preferences (Cohen et al., 2020; Azoulay et al., 2007), their
unawareness of the commercial implications (Hsu and Kuhn, 2023), the Technology Trans-
fer Office’s (TTO) inadequate recognition of relevant research (Thursby and Thursby, 2002;
Debackere and Veugelers, 2005) or insufficient resources. Consequently, numerous publica-
tions with substantial commercial promise remain undisclosed, contributing to a “realization
gap.” This failure to disclose results in these high commercial potential scientific works less
frequently referenced in corporate patents. However, it is noteworthy that articles with
high commercial potential are still nine times more likely to be cited by corporate patents
compared to articles with lower commercial potential that have been disclosed. From this
study, we also learn that while the TTO, in this case, plays a vital role in advancing the
commercialization of the university’s science, an even more critical role appears to be that of
publication—an academic’s act of publicly disclosing their findings and ideas. This finding
is not surprising in light of the apparent reluctance, noted above, of some faculty to disclose

inventions to the TTO and the vastly more significant quantity of publications produced in
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the university relative to the number of publications that contribute to invention disclosures.

Our second study extended our research to encompass over 5.2 million articles published
in the United States from 2000 to 2020. This analysis, paralleling our examination of micro-
data from the Technology Transfer Office of a prominent US university, revealed that articles
with significant commercial potential were more frequently incorporated in patents, irre-
spective of the originating institution’s prestige. However, we observed that high-potential
discoveries from institutions with a legacy of substantial commercial impact exhibited ap-
proximately 14.1% higher commercialization rates than institutions with less commercial
influence controlling for commercial potential. This implies that the commercial potential of
science from universities with less of a legacy of commercial impact is unrealized at higher
rates. Similarly, the commercial adoption of university science was more pronounced for
research published in journals known for their regular contribution to commercially impact-
ful work and by authors with a history of generating commercially valuable research, as
opposed to equivalent research from authors and journals lacking such a track record. The
implication is the same: Science with commercial potential is more likely to be overlooked
without a track record at the individual level or even for journals with less of a history of
commercial impact. Perhaps the most significant finding from this analysis was that what
accounts for the preponderance of differences in commercialization rates across universities
are not factors potentially impeding the identification of commercially promising science by
either the university’s TTOs or firms but factors accounting for the differences in the actual
production of such science.

These findings offer important insights into the process of commercializing scientific re-
search. They highlight the role of institutional factors and the decisions of scientists and
TTOs in realizing the commercial potential of scientific research. This research contributes
to a better understanding of how scientific advancements move from academic settings to
practical, commercial applications, pointing out the complexities and potential areas for

improvement in the commercialization process.
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In this article, we developed, validated, and examined correlates of a text-based measure
designed to assess the commercial potential of academic science before its realization. We
see numerous applications for our measures in empirical studies concerning the ’science of
science’ and the economics of innovation. A major challenge in exploring various topics in the
economics of innovation involves the potential unobserved heterogeneity in the commercial
potential of scientific research (Marx and Hsu, 2022), which may correlate with key variables
of interest, such as gender (Koffi and Marx, 2023; Ding et al., 2006) or status (Azoulay
et al., 2010). Our measure of the commercial potential of science can serve as a control
variable, either through direct incorporation in regression analyses, in matching estimators,
or as part of an instrumental variables strategy to address these differences. Utilizing our
measure in this manner would enable a more thorough analysis of questions that are chal-
lenging to address without adequately controlling for the commercial potential of science.
Beyond the scope of econometric considerations, our metric may prove beneficial in bench-
marking the commercial potential and variations in actualization across different domains,
institutions, researchers, and regions within a country (for example, comparing the San
Francisco Bay Area with Kansas City) as well as internationally (such as the United States
versus the United Kingdom). Furthermore, this metric could facilitate the examination of
the impediments in the commercial application of scientific knowledge—possessing inherent
commercial potential—and the identification of factors linked to generating scientific ideas
with immediate commercial applicability. While some aspects of this have been addressed
in the current paper, a more comprehensive understanding of the ecosystem fostering and
translating commercially viable ideas warrants further investigation.

Our work has, however, limitations. The reliance on patent data and the assumption
that patent-to-paper citations reflect a scientific contribution’s commercial potential may cer-
tainly be questioned, notwithstanding the embrace of this assumption in the literature.(Kuhn
et al., 2020). For example, numerous scientific contributions make their way to the market

with no associated patent. Additionally, the current model may only partially capture the
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commercial potential of scientific contributions given variable and sometimes indirect paths
to commercialization, no less very long time horizons before a given contribution may be
embodied in a new product or process (cf., Adams, 1990; II'T, 1968). Moreover, our NLP-
based matching technique may overlook factors beyond textual content that influence the
decision to build technology upon a specific piece of science, and we do not account for the
nature of such errors in our predictions.

Future research should focus on refining the measure of commercial potential, exploring
factors limiting commercialization in low-impact institutions, and identifying practices that
effectively bridge the gap between science and industry. This will deepen our understanding
of the commercialization process and enhance the societal benefits derived from scientific

research.
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————— Articles associated with inventions disclosed to the TTO (n = 13,445)

Figure 1: Bi-weight kernel density estimates of the distributions of commercial potential of 1) all articles
published at this university (solid line) and 2) only articles associated with inventions disclosed to the
Technology Transfer Office (dashed line). Articles tied to an invention are more likely to have high commercial
potential.
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Figure 2: Binned scatterplot representing the probability that a firm’s patent will cite articles associated
with the TTO university as a function of their commercial potential. Panel A distinguishes articles tied to
an invention disclosed to the TTO (triangle) vs. those not (circle). Panel B distinguishes articles whose
inventions are invested by the TTO (triangle) vs. articles whose inventions are not (circle). The OLS
regression absorbs field-year fixed effects. High commercial potential articles associated with inventions
disclosed to the TTO are more likely to be cited by a firm’s patent.
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(b) Panel B: Articles with high commercial potential (top decile)
Figure 3: Differences in commercialization rates across institutions. Panel A plots the average rates at which
publications are cited by at least one patent in top vs. bottom institutions for all fields and by field. Panel B
conditions on articles classified as high commercial potential; that is, the share is computed as the number of
articles that are cited by a patent over the total number of articles with commercial potential. Institutions
are classified in quintiles according to the volume of research produced, and we plot the differences for top
quintile vs. bottom quintile.
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Figure 4: Differences in the production of high commercial potential research. Panel A shows the total
number of high commercial potential articles produced between 2010 and 2014 for selected universities.
Panel B shows the share of high commercial potential articles over the total number of articles produced.
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Figure 5: Share of articles cited by patents over all articles (Panel A) vs. share of articles cited by a patent

over high commercial potential articles (Panel B).
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Table 3: TTO summary statistics. Panel A summarizes the relevant features
for articles whose authors were affiliated with the TTO’s university at the
time of publication, 2000-2020. Panel B summarizes the relevant features
of the articles associated with disclosed inventions, 2000-2020. For confiden-
tiality reasons, invention-level outcomes are removed (Investment, Patents,
Agreements, Licensing, Revenue, Startup, and VC funding).

Mean SD Min Max N
Commercial Potential 0.52 0.31 0.00 1.00 96,564
Scientific Potential 0.73 0.20  0.00 1.00 96,564
Social Impact Potential 0.79 0.38  0.00 1.00 96,564
Academic cites 62.54 210.09 0.00 35,395.00 96,564
Patent cites 0.71 5.77  0.00 503.00 96,564
Cited by at least one patent 0.11 0.31 0.00 1.00 96,564
Citing patent is renewed 0.08 0.27  0.00 1.00 96,564
Author Scientific Experience 45.26  31.04  1.00 276.00 96,564
Disclosed 0.14 0.35  0.00 1.00 96,564

Mean SD Min Max N
Commercial Potential 0.73 0.21 0.00 1.00 2,728
Scientific Potential 0.76 0.15 0.01 1.00 2,728
Social Impact Potential 0.84 0.29 0.00 1.00 2,728
Academic cites 74.95 140.32 0.00 2,587.14 2,728
Patent cites 2.41 9.38 0.00 212.00 2,728
Cited by patent 0.46 0.50 0.00 1.00 2,728
Cited by renewed patent 0.37 0.48  0.00 1.00 2,728
Author Scientific Experience 49.47 28.76 1.00 201.00 2,728
Author TTO Experience 0.68 0.46 0.00 1.00 2,728
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Table 5: Percentage distribution of articles in the TTO
university binned in four quartiles of commercial po-
tential. Articles in the top quartile are 5.35 times more
likely to be associated with an invention disclosed to
the TTO than articles in the bottom quartile.

Commercial

Potential Not disclosed Disclosed Total

Quartile

1 23,026 1,115 24,141
95.38% 4.62% 100.00%

2 21,875 2,266 24,141
90.61% 9.39% 100.00%

3 20,049 4,092 24,141
83.05% 16.95% | 100.00%

4 18,169 5,972 24,141
75.26% 24.74% | 100.00%

Total 83,119 13,445 96,564
86.08% 13.92% | 100.00%

Table 6: Linear probability model estimating the likelihood of disclosure as a function of commercial
potential. Model 1 presents the baseline impact of the fixed effects (field-year) on disclosure. Model 2
shows that the measure of commercial potential predicts whether a scientific publication will be associated
with a disclosure well above the fixed effects. Models 3, 4, and 5 report the results controlling for the
scientific and the social impact potential measures. Model 6 presents the full specification, also controlling
for the scientific experience of a publication’s authors at the time of publication (logged h-index). Fixed
effects are included at a publication field-year level.

M ®) ® @ ® ©

Disclosed Disclosed Disclosed Disclosed Disclosed Disclosed

Commercial Potential 0.238*** 0.218*** 0.206***
(0.016) (0.016) (0.016)
Scientific Potential 0.140*** 0.028*** 0.006
(0.012) (0.009) (0.008)

Social Impact Potential 0.105%** 0.050%** 0.051%**
(0.007) (0.006) (0.006)

Author Scientific Experience 0.028***
(0.004)

Constant 0.139*** 0.015* 0.037*** 0.056***  -0.035***  -0.112***
(0.000) (0.008) (0.009) (0.005) (0.008) (0.014)

Publication field - Year FE Yes Yes Yes Yes Yes Yes

Observations 96,564 96,564 96,564 96,564 96,564 96,564
R-squared 0.025 0.061 0.029 0.034 0.063 0.066

Standard errors clustered at the Publication Category - Year level
p<.l, ¥ p<.05, 7 p < .01
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Appendix to:

Exploring the commercial potential of public research
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Appendix A Examples of articles by commercial po-

tential quantile

Table A.1: Top 20 percentile of commercial potential

Title Field Institution Journal Year Patent Citing
cites patent
re-
newed?
High-resolution mapping of protein Biology U. of Nature 2010 26 Yes
sequence-function relationships Washing- Methods
ton
Combination strategies to enhance an- Medicine Stanford Immunotherapy 2012 9 Yes

titumor ADCC

Engineering Tumor-Targeting Materials Rutgers Med one 2019 0 No
Nanoparticles as Vehicles for Precision science

Nanomedicine

Species-Specific and Inhibitor- Chemistry ~ Duke Chemistry 2011 6 Yes
Dependent Conformations of & Biology

LpxC—Implications for Antibi-
otic Design

Multi-Scale 2D Temporal Adjacency Computer U. of IEEE Trans- 2021 0 No
Networks for Moment Localization science Rochester actions
with Natural Language on Pattern
Analysis and
Machine In-
telligence
Nanophotonic projection system Physics California Optics Ex- 2015 8 Yes
Institute press
of Tech-
nology
Conserved and Divergent Features of Biology U. of Journal  of 2018 0 No
Mesenchymal Progenitor Cell Types Southern The Ameri-
within the Cortical Nephrogenic Niche Califor- can Society
of the Human and Mouse Kidney nia of Nephrol-
ogy
Self-Healing  Polyurethanes  with Materials U. of Advanced 2014 7 Yes
Shape Recovery science Florida Functional
Materials
Exploring mechanisms of FGF sig- Biology New Nature Re- 2013 8 Yes
nalling through the lens of structural York U. views Molec-
biology. ular Cell Bi-
ology
A high-energy-density sugar biobat- Chemistry  Virginia Nature 2014 11 Yes
tery based on a synthetic enzymatic Tech Communi-
pathway cations
Mean: Mean:
7.5 0.7
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Table A.2: Bottom 20 percentile of commercial potential
Title Field Institution Journal Year Patent Citing
Cites Patent
Re-
newed?
An ion mobility and theoretical study Chemistry ~ New International 2014 0 No
of the thermal decomposition of the Mexico Journal  of
adduct formed between ethylene gly- State Mass Spec-
col dinitrate and chloride Univer- trometry
sity
Continuum shape sensitivity analysis Computer University Structural 2015 0 No
and what-if study for two-dimensional science of Okla- and Multi-
multi-scale crack propagation prob- homa disciplinary
lems using bridging scale decomposi- Optimiza-
tion tion
Dynamic programming solutions for Computer California Advances in 2012 1 Yes
decentralized state-feedback LQG science Institute computing
problems with communication delays of Tech- and commu-
nology nications
Corneal perforation with uveal pro- Medicine Lake Erie American 2019 0 No
lapse: An initial presentation of or- College Journal  of
bital metastatic breast cancer. of Osteo- Ophthal-
pathic mology Case
Medicine Reports
Dropping Behavior in the Pea Aphid Biology University Journal  of 2016 0 No
(Hemiptera: Aphididae): How Does of Rhode Insect  Sci-
Environmental Context Affect An- Island ence
tipredator Responses?
Hydrostatic equilibrium profiles for Physics Yale Uni- Monthly No- 2010 0 No
gas in elliptical galaxies versity tices of the
Royal Astro-
nomical So-
ciety
A Multilevel Quasi-Static Kinetics Materials U. Michi- Nuclear Sci- 2016 0 No
Method for Pin-Resolved Transport science gan ence and En-
Transient Reactor Analysis gineering
Minimizing the Institutional Change Computer U. North PRIMUS 2014 0 No
Required to Augment Calculus With science Dakota
Real-World Engineering Problems
A 4-year study of invasive and native Biology U. Mas- Canadian 2011 0 No
spider populations in Maine sachusetts Journal  of
Ambherst Zoology
Intrusion of a Liquid Droplet into a Medicine Princeton Langmuir 2016 0 No
Powder under Gravity Univer-
sity
Mean: Mean:
0.1 0.1
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Appendix B NLP Models
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Figure B.1: Abstract’s token length distribution
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2000 2001
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.785 0.728 0.755 1258 Not cited by ren. patent 0.731 0.734 0.732 1251
Cited by ren. patent 0.743 0.798 0.770 1242 Cited by ren. patent 0.732 0.729 0.731 1249
Macro avg 0.764 0.763 0.763 2500 Macro avg 0.732 0.732 0.732 2500
Weighted avg 0.764 0.763 0.763 2500 Weighted avg 0.732 0.732 0.732 2500
Accuracy 0.763 Accuracy 0.732
AUROC 0.763 AUROC 0.732
2002 2003
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.739 0.763 0.751 1226 Not cited by ren. patent 0.783 0.736 0.759 1269
Cited by ren. patent 0.764 0.741 0.752 1274 Cited by ren. patent 0.744 0.790 0.766 1231
Macro avg 0.752 0.752 0.752 2500 Macro avg 0.763 0.763 0.762 2500
Weighted avg 0.752 0.752 0.752 2500 Weighted avg 0.764 0.762 0.762 2500
Accuracy 0.752 Accuracy 0.762
AUROC 0.752 AUROC 0.763
2004 2005
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.765 0.737 0.751 1254 Not cited by ren. patent 0.752 0.740 0.746 1269
Cited by ren. patent 0.745 0.772 0.758 1246 Cited by ren. patent 0.736 0.749 0.743 1231
Macro avg 0.755 0.754 0.754 2500 Macro avg 0.744 0.744 0.744 2500
Weighted avg 0.755 0.754 0.754 2500 Weighted avg 0.745 0.744 0.744 2500
Accuracy 0.754 Accuracy 0.744
AUROC 0.754 AUROC 0.744
2006 2007
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.769 0.697 0.731 1210 Not cited by ren. patent 0.745 0.726 0.735 1216
Cited by ren. patent 0.739 0.804 0.770 1290 Cited by ren. patent 0.747 0.764 0.755 1284
Macro avg 0.754 0.750 0.750 2500 Macro avg 0.746 0.745 0.745 2500
Weighted avg 0.753 0.752 0.751 2500 Weighted avg 0.746 0.746 0.745 2500
Accuracy 0.752 Accuracy 0.746
AUROC 0.750 AUROC 0.745
2008 2009
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.783 0.663 0.718 1248 Not cited by ren. patent 0.801 0.619 0.698 1219
Cited by ren. patent 0.708 0.817 0.759 1252 Cited by ren. patent 0.702 0.854 0.770 1281
Macro avg 0.746 0.740 0.738 2500 Macro avg 0.752 0.736 0.734 2500
Weighted avg 0.746 0.740 0.738 2500 Weighted avg 0.750 0.739 0.735 2500
Accuracy 0.740 Accuracy 0.739
AUROC 0.740 AUROC 0.736
2010 2011
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.762 0.687 0.723 1251 Not cited by ren. patent 0.755 0.690 0.721 1253
Cited by ren. patent 0.715 0.785 0.748 1249 Cited by ren. patent 0.713 0.775 0.743 1247
Macro avg 0.738 0.736 0.735 2500 Macro avg 0.734 0.732 0.732 2500
Weighted avg 0.738 0.736 0.735 2500 Weighted avg 0.734 0.732 0.732 2500
Accuracy 0.736 Accuracy 0.732
AUROC 0.736 AUROC 0.732

Figure B.2: Commercial potential models’ performance (1/2)
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2012 2013
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.772 0.685 0.726 1282 Not cited by ren. patent 0.756 0.718 0.737 1186
Cited by ren. patent 0.704 0.787 0.743 1218 Cited by ren. patent 0.757 0.791 0.773 1314
Macro avg 0.738 0.736 0.735 2500 Macro avg 0.756 0.755 0.755 2500
Weighted avg 0.739 0.735 0.734 2500 Weighted avg 0.756 0.756 0.756 2500
Accuracy 0.735 Accuracy 0.756
AUROC 0.736 AUROC 0.755
2014 2015
precision recall fl-score support precision recall f1-score support
Not cited by ren. patent 0.762 0.685 0.722 1236 Not cited by ren. patent 0.757 0.640 0.694 1229
Cited by ren. patent 0.720 0.791 0.754 1264 Cited by ren. patent 0.697 0.802 0.746 1271
Macro avg 0.741 0.738 0.738 2500 Macro avg 0.727 0.721 0.720 2500
Weighted avg 0.741 0.739 0.738 2500 Weighted avg 0.727 0.722 0.720 2500
Accuracy 0.739 Accuracy 0.722
AUROC 0.738 AUROC 0.721
2016 2017
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.746 0.700 0.722 1248 Not cited by ren. patent 0.799 0.573 0.668 1237
Cited by ren. patent 0.718 0.762 0.740 1252 Cited by ren. patent 0.673 0.859 0.755 1263
Macro avg 0.732 0.731 0.731 2500 Macro avg 0.736 0.716 0.711 2500
Weighted avg 0.732 0.731 0.731 2500 Weighted avg 0.735 0.718 0.712 2500
Accuracy 0.731 Accuracy 0.718
AUROC 0.731 AUROC 0.716
2018 2019
precision recall f1-score support precision recall f1-score support
Not cited by ren. patent 0.754 0.711 0.732 1261 Not cited by ren. patent 0.758 0.635 0.691 1251
Cited by ren. patent 0.722 0.764 0.743 1239 Cited by ren. patent 0.685 0.797 0.737 1249
Macro avg 0.738 0.738 0.737 2500 Macro avg 0.721 0.716 0.714 2500
Weighted avg 0.739 0.738 0.737 2500 Weighted avg 0.721 0.716 0.714 2500
Accuracy 0.738 Accuracy 0.716
AUROC 0.738 AUROC 0.716
2020
precision recall fl-score support
Not cited by ren. patent 0.806 0.615 0.698 1256
Cited by ren. patent 0.687 0.850 0.760 1244
Macro avg 0.746 0.733 0.729 2500
Weighted avg 0.747 0.732 0.729 2500
Accuracy 0.732
AUROC 0.733

Figure B.3: Commercial potential models’ performance (2/2)
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Table B.1: Scientific potential model performance (av-
erage of all models: 2000-2020)

Precision  Recall F1l-score

< 16 scientific citations 0.73 0.71 0.72
> 16 scientific citations 0.70 0.72 0.71
Accuracy 0.71
Micro-averaged ROC AUC 0.71

69



Appendix C Social impact measure construction

1. The finding described in the abstract 7. The finding in the abstract is close to
addresses a need or solves a problem. addressing the need or problem.
2. There are a lot of people or businesses with 8. Addressing this need or problem will require
this need or problem. a lot of effort and resources beyond what is
already described in this abstract (in terms
3. The finding described in the abstract of people, equipment, money, time, etc.).
provides at least a first step to addressing
a need or solving a problem. 9. The finding described in the abstract could
lead to a product or process that will make
4. It is crucial for either society or for money for either a company or a person.
businesses to address this need or problem.
10. After reading the abstract, I have gained a
5. There is currently no good solution available sense of the potential applicability of the
that addresses this need or problem. In other finding to society or business.
words, solving the need would be a major
advance. 11. The abstract clearly states the question and

finding in a way that I could understand.
6. The abstract suggests a specific way (a

solution) to address the need or problem.

Figure C.1: Questions used in the elicitation exercise to create the social impact measure of a scientific
article.

Scientific abstract 1/3

Question 5/11
© Need help?

- 29% Completed

There is currently no good solution available that addresses
this need or problem. In other words, solving the need would be
a major advance.

Separation of hydrocarbons is one of the most energy
demanding processes. The need to develop materials for the
selective adsorption of hydrocarbons, under reasonable
conditions, is therefore of paramount importance. This work
unveils unexpected hydrocarbon selectivity in a flexible Metal
Organic Framework (MOF), based on differences in their gate
opening pressure. We show selectivity dependence on both
chain length and specific framework-gas interaction. Combining
Raman spectroscopy and theoretical van der Waals Density
Functional (vdW-DF) calculations, the separation mechanisms
governing this unexpected gate opening behavior are revealed.

Choose an option:

Strongly
disagree

Strongly
agree

Disagree Neutral Agree

Figure C.2: Interface evaluators interacted with in the elicitation exercise.
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Table C.1: Linear probability model regressing indicator for whether the
paper 7 received any citation by a patent on Commercial Potential. Com-
mercial potential is calculated using pooled data of all Worker-Article
evaluations. Models successively include controls for forward citations
in the academic literature Log(Paper Cites, abstract length, and fixed
effects for the field of research for the study (i.e., Biology, Physics, Com-
puter Science, Materials Engineering, Mechanical Engineering and Elec-
trical Engineering.)

(1) 2) (3) (4)
Any Patent Any Patent Any Patent Any Patent

Commercial Potential 0.031*** 0.024*** 0.028*** 0.026***
(0.005) (0.004) (0.004) (0.005)
Log(Paper Cites) 0.127*** 0.129*** 0.135%**
(0.007) (0.007) (0.007)
Log(Abstract Length) -0.077*** -0.056**
(0.025) (0.025)
Constant 0.660*** 0.320*** 0.838*** 0.681***
(0.013) (0.026) (0.170) (0.175)
Category FE No No No Yes
Observations 1,200 1,200 1,200 1,200
R-squared 0.033 0.213 0.219 0.226

Robust standard errors
* p<.1, ¥* p<.05, *¥** p<.01

Table C.2: Linear probability model regressing indicator for whether the paper i received
any citation by a patent, by category (i.e., Biology, Physics, Computer Science, Materials
Engineering, Mechanical Engineering and Electrical Engineering.) Commercial potential is
calculated using pooled data of all Worker-Article evaluations. Models successively include
controls for forward citations in the academic literature Log(Paper Cites, abstract length, and
fixed effects for the field of research for the study

&) (2 (3) 4) ) (6)

Commercial Potential  0.039*** 0.041*** 0.028** 0.036*** 0.032** 0.037**

(0.009) (0.014) (0.012) (0.012) (0.015) (0.014)
Constant 0.673*** 0.624*** 0.688*** 0.711*** 0.651%*** 0.604***

(0.032) (0.037) (0.034) (0.035) (0.034) (0.042)
Category Biology =~ Computer Science  Materials ~ Physics  Electrical =~ Mechanical
Observations 200 200 200 200 200 200
R-squared 0.075 0.041 0.024 0.039 0.022 0.033

Robust standard errors
* p<.1, ¥* p<.05, *¥** p<.01

71



Appendix D TTO additional data
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Figure D.1: Probability that the TTO will invest into (Panel A) and patent (Panel B) an invention based
on the average commercial potential of the articles associated with the invention.
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.65

Probability of agreements

Commercial Potential

Figure D.2: Probability that an invention will garner agreements (Panel A) and licensing deals (Panel B),
as well as generate revenue to the TTO (Panel C) based on the average commercial potential of the articles

associated with the invention.
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Figure D.3: Probability that an invention will be commercialized via a Startup (Panel A) and, conditional
on Startup, that will raise venture capital funds as a function of the average commercial potential of the
articles associated with the invention.
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