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• Recent artificial intelligence (aka 
machine learning) is an advance in 
statistical prediction


• Predictions enable state-
contingent decision-making


• State-contingent decision-making 
substitutes for rules/routines … AI 
is coming for your non-routine 
tasks


• State-contingent decision-making 
complements the acquisition of 
judgment about trade-offs and 
error costs





What organisational changes are 
required to adopt AI?



Modularity

Bresnahan Conjecture: AI will be adopted in modular organisations

… so organisations will need to become more modular





Retail







Recommendation Engine Ship without Shopping
AI Slots into Existing System AI Drives System



Main thesis: what was optimal 
prior to AI matters for AI adoption



Risk Management Activities

• Without AI prediction, there will be costs associated with uncertainty

• These costs can be mitigated:

• Insurance: reduce the losses from “bad” outcomes

• Retail inventory

• Fire prevention


• Protection: reduce the probability of “bad” outcomes

• Brick houses

• Hedgerows

• Aircraft life vests







No insurance 

No sprinkler system

No fire resistance treatment

All protection 

Fire training

Dry pipe from river





Simple Model
Familiar state-matching setup:

• Two actions 

• Two states 

• If matches, get R

• If mismatched, get r (< R)

• 1 is the focal state, 


If there is no prediction, optimal to choose a = 1

• This is called “Following a Rule”

• Payoff: 


If there is perfect prediction, optimal to match prediction

• This is called “Making a Decision”

• Payoff: 

a ∈ {1,2}
θ ∈ {1,2}

Pr[θ = 1] = p > 1
2

pR + (1 − p)r

R



Mitigation Options
Protection 
• At a cost of  can change the probability of  to 

• (Assume  so not optimal to eliminate uncertainty)


Insurance 
• At a cost of  the downside payoff becomes 

• (Assume  so it is not optimal to eliminate risk)


Prediction 
• At cost of , acquire signal that yields the correct state with 

probability e

• If receive  (predicted state is ) then posteriors become:


 and 


• Assume that  (signals are informative

C(x) θ = 1 p + x
C′￼(1 − p) = ∞

C(Δ) r + Δ
c′￼(R − r) = ∞

λ

s = θ θ
p(1) = ep

ep + (1 − e)(1 − p) 1 − p(2) = e(1 − p)
(1 − e)p + e(1 − p)

e > 1
2



Information Processing Costs

• Suppose that 

• If want to make a decision, obtain prediction. 

• Expected payoff is 

• Necessary condition to following prediction: 

• With information processing costs of , make a decision if:


(x, Δ) = (0,0)

eR + (1 − e)r
e > p

λ

e − p ≥
λ

R − r



No prediction
• Optimal to follow rule with . 

• Choose insurance and protection to solve:





• Suppose that 








a = 1

max
x,Δ

(p + x)R + (1 − p − x)(r + Δ) − C(x) − c(Δ)

(x, Δ) = (x*RULE, Δ*RULE)

(R − r − Δ) = C′￼(x*RULE)
1 − p − x*RULE = c′￼(Δ*RULE)



Prediction



AI Adoption

• AI adoption will be associated with a pressures to reduce 
insurance because e must exceed p 

• Suppose, however, that  and  are already locked-in.x*RULE Δ*RULE



Hidden Uncertainty

Interesting thesis: when, without 
AI, firms rely on protection as a 
predominant risk management 
tool, the “errors” from following a 
rule are less visible. Consequently, 
the perceived opportunities for AI 
adoption are reduced.



AI Bullwhip Effect
Introduce a second task

• Two actions 

• If , get 

• If , get 

• At cost of , a can be communicated to agent B


Suppose that A follows a rule

• Then B choose b = 1

• Payoff: 


If A makes a decision

• Still optimal for B to choose b = 1

• Increases return to protection (relative to single task case)

• Bullwhip as returns to second task fall from  to


 

b ∈ {1,2}
a = b Γ
a ≠ b γ( < Γ)

Θ

(p + x)R + (1 − p − x)(r + Δ) + Γ − c(Δ) − C(x)

Γ
Γ − (e − (p + x)(2e − 1))(Γ − γ)



Managing Alignment Costs
Invest in communication 

• Always ensure alignment so  is realised


Insurance for B’s task 




• Note that x and  are complements


Γ

e − (p + x)(2e − 1) = C′￼B(Δ*B)

ΔB



Some advertising




