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ABSRACT 

The Census Bureau has expressed interest in using modern synthetic data modeling techniques for 

privacy and confidentiality protection in future microdata releases. In order to aid understanding 

of the accuracy and usability of synthetic microdata going forward, we perform an exploratory 

analysis comparing results generated using an early synthetic microdata release known as SIPP 

Synthetic Beta to results from the same analyses using the corresponding confidential microdata. 

We compare numerous descriptive and model-based use cases of the data and discuss explanations 

for how performance of the synthetic data relates to modeling decisions by the data provider and 

methodology choices by the data user. We also summarize differences in confidence interval 

overlap and statistical conclusions. There is a strong association between the GSF and SSB results 

in terms of both magnitudes and statistical conclusions, but the SSB is not a perfect replication of 

the GSF. Finally, we discuss the implication of our results for the role of modeling decisions and 

user feedback when creating synthetic data, validation and verification options, and the evolving 

science of creating synthetic data. Importantly, we consider our findings to be something of a lower 

bound for the accuracy of future synthetic microdata because of improvement in synthetic data 

modeling since the SSB was created and the fact that we do not account for other sources of survey 

error when comparing the confidential data to the synthetic data. 
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1. Introduction 

In this paper we study how the results from socioeconomic empirical analyses differ 

between the U.S. Census Bureau’s Survey of Income and Program Participation (SIPP) Gold 

Standard File (GSF) and a fully synthetic version of the same file known as the SIPP Synthetic 

Beta (SSB). Synthetic microdata replace observed data with imputed data based on underlying 

models to both increase privacy protection and release information that would not otherwise be 

available to the public (Little, 1993; Rubin, 1993). Synthetic datasets are often supported by a 

validation or verification option that allows users to receive output from the internal data after 

preparing their analysis on the synthetic data. Synthetic microdata are likely to play a key role in 

the future of data releases due to rising risks of reconstruction and reidentification attacks (Abowd 

et al., 2019; Abowd et al., 2020). Synthetic data are not yet widely used but are increasingly viewed 

as a realistic option for providing data users with access to detailed microdata while reducing 

privacy risk (Drechsler and Haensch, 2023). Still, little is known about strengths and weaknesses 

in terms of how accurately synthetic data can be expected to replicate results derived from the 

internal data. Our paper represents an exploratory analysis for understanding the accuracy and 

utility of synthetic data for a variety of applications of interest to social science researchers. 

Specifically, we generate descriptive statistics and perform model-based analyses using the SSB 

and compare those results to the results from running the same analyses using the SIPP GSF. 

The purpose of creating the SSB was to provide the public with data from the SIPP linked 

to administrative records on earnings and benefit receipt from the Internal Revenue Service (IRS) 

and Social Security Administration (SSA) (Benedetto et al., 2013). Because of confidentiality 

issues associated with linking the SIPP to administrative records, it was not feasible to release such 

data directly to the public. Instead, a synthetic version of the data was created by modeling the 

GSF through sequential regression multivariate imputation (SRMI).1 Extensive testing was done 

to ensure the analytic validity of the SSB; however, the Census Bureau cannot guarantee fitness 

of use for all possible use cases. Therefore, the Census Bureau offers researchers the option to 

have their results “validated” on the confidential SIPP GSF. The researchers submit their code to 

the Census Bureau whose employees then run the code on the confidential data. Traditional 

statistical disclosure limitation (SDL) techniques such as rounding are applied to the results which 

 
1 The SSB does not satisfy formal privacy, including the most well-known variant – differential privacy (Dwork et 

al., 2006). 
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are then released back to the SSB user. Feedback from these validations also helps the Census 

Bureau improve the development of the synthetic data models. 

The main contribution of our paper is to present new evidence on how research using a 

synthetic dataset compares to the same research performed using the corresponding confidential 

data. Little research exists that shows how empirical analyses differ between synthetic and 

confidential data. Many researchers have used the SSB or other similar synthetic datasets with 

validation to conduct research, but rarely have authors presented results from both the confidential 

and synthetic data in their papers.2 With the validation option, it is not necessary that the SSB or 

other synthetic datasets with validation accurately replicate every statistical relationship between 

variables in the confidential data; however, validation is costly in terms of validation resources for 

the data provider, wait time and higher coding standards for the data user, and leakage of 

respondent privacy. It is therefore useful to assess how well the SSB replicates results from the 

GSF and whether there are certain types of analyses that are more likely to need validation than 

others. To our knowledge, our study has been the first to analyze such differences while 

considering a wide range of socioeconomic research questions using a household-level survey.  

We focus our present analysis on applications related to person-level earnings. Earnings is 

an important variable in socioeconomic research, so assessing the performance of synthetic data 

in investigating such research questions is essential. We also have two different sources of earnings 

information in the GSF and SSB – self-reported earnings from the SIPP and administrative 

earnings information from the IRS. Having two measures of earnings provides an opportunity to 

investigate some unique research questions such as how well the SSB replicates relationships 

associated with each earnings measure separately and how well it replicates differences between 

the two measures.  

We find that the SSB does a good job of replicating many of the empirical results we 

generated using the GSF, but the SSB produces different results in some of the applications.3 For 

 
2 Among the few examples is Benedetto et al. (2010), which studied the effects of graduating during a recession on 

earnings and reported results from both the GSF and SSB. Kinney et al. (2011) and Kinney et al. (2014) described the 

creation of a synthetic version of the U.S. Census Bureau’s Longitudinal Business Database (LBD) and in doing so 

compared some results between the confidential and synthetic data. Bowen et al. (2020) reported how descriptive 

statistics in IRS data differed between the confidential data and a synthetic version. 
3 We would like to stress that we will specifically use the term “replicate” to describe how similarly the statistical 

output generated using the SSB compares to the same statistical output generated using the GSF. We would also like 

make clear that all such statements about replication or similarity/differences are based on sign and statistical 

significance comparisons and/or visual evaluation (e.g., directly comparing magnitudes) rather than formal statistical 

testing. 
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example, the SSB produces median earnings by gender, race, and education that almost exactly 

match those from the GSF, but the mean earnings by group are less similar. The SSB also replicates 

median within-person ratios of IRS earnings to SIPP earnings almost exactly but does less well at 

replicating mean within-person earnings ratios. For our model-based results, the SSB produces 

similar results to the GSF for national trends over time in many regression-adjusted statistics: both 

show a rising college wage premium, a declining gender wage gap, and the expected life cycle 

earnings trajectory (i.e., individuals’ earnings grow as they gain work experience but then decline 

as they approach retirement ages). The SSB often does not replicate the GSF results for analyses 

that rely on within-person variation in earnings over time such as person fixed effects models and 

models with person-specific coefficients. We also find that the SSB often closely aligns with the 

GSF on the magnitude and statistical significance of regression coefficients for variables included 

in the GSF and SSB, but sometimes fails to replicate regression findings that involve merging on 

external data not in the GSF or SSB such as state minimum wages. Most of these findings are 

consistent with expected and interpretable patterns related to modeling decisions, merging external 

data, and estimators that are sensitive to outliers. Across our model-based results, we find that the 

SSB confidence interval overlaps with 33% of the GSF confidence interval, on average, and covers 

the GSF coefficient estimate 35% of the time. In terms of sign and significance, the SSB produces 

the same sign 79% of the time, the same statistical conclusion 63% of the time, and the opposite 

statistical conclusion only 2% of the time. 

Our results lead us to three key takeaways, which we will discuss in greater detail later in 

the paper. First, modeling decisions inherently prioritize particular use cases and feedback from 

data users is mutually beneficial. Second, validation and/or verification are important complements 

to synthetic data. Third, the science for generating and evaluating synthetic data has advanced in 

the years since the SSB was first developed and is still evolving. This is an evaluation of one 

synthetic data set (the SSB) created using a particular methodology (SRMI), and the accuracy 

findings should not be presumed to represent other datasets or synthetic data in general. While 

SRMI was the frontier of science for generating synthetic data when the SSB was first developed 

in 2003, non-parametric classification and regression tree (CART) methods can generate more 

accurate synthetic data while also being easier to implement (Drechsler and Reiter, 2011; Reiter, 

2005; Reiter and Kinney, 2012). Finally, we want to emphasize that our results come with an 

important caveat. We characterize the tendency of results from the SSB to replicate results from 
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the GSF as a measure of accuracy. Implicit in this characterization is the assumption that the 

confidential data represents the “truth” and that the GSF therefore provides full/maximum 

accuracy. This assumption is correct if the confidential data have no error, but we know that survey 

and administrative data already contain other types of error. We ignore these other sources of error 

in our current paper, but we acknowledge this limitation and provide more discussion later in the 

paper.  

We proceed with background information on synthetic data and the history of the SSB in 

Section 2. We describe our analyses and present the results in Section 3. We discuss takeaways 

and caveats related to our results in Section 4. Finally, we summarize our conclusions and discuss 

future research goals in Section 5. 

 

2. Background on Synthetic Data 

The identity and information of survey respondents have become increasingly difficult to 

protect. Large amounts of data are publicly available, and computers and statistical methods are 

more advanced than ever before. Traditional methods of disclosure avoidance are no longer 

sufficient in this evolving landscape. Protecting personal information is critical, but protective 

measures can have adverse effects of the usability of the data made available to the public. 

Presenting less accurate data protects respondent information but reduces the usefulness of the 

data set. This tradeoff is at the heart of research in the field of disclosure avoidance. The ultimate 

goal is to provide a high degree of protection of respondents’ identity and information while also 

maintaining a high level of data usefulness. 

The U.S. Census Bureau is striving to address these concerns. The Census Bureau is 

required by law to protect survey respondents’ information and identity (Abowd et al., 2020). At 

the same time, the data made available to the public have many benefits which are inherently tied 

to the accuracy of the information. Concerns over the accuracy of data exist independent of privacy 

concerns; survey non-response and measurement error have been increasing over time (Meyer, 

Wallace, and Sullivan (2015)). While increasing data protections could also reduce accuracy of 

the final data product, some evidence suggests that not having public trust that data are protected 

could affect data accuracy through inaccurate responses (Gruzd and Hernández-García, 2018) or 

through declining response rates (Couper et al., 2008).  
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Surveys must balance the need to protect the information for millions of respondents while 

producing accurate statistics and data for public use. Synthetic data present one avenue for 

protecting privacy. “Synthetic” refers to a dataset where some or all of the data released are based 

on modeled estimates from confidential data. The models used to create the synthetic data change 

the original values in order to protect privacy, with the goal of also maintaining covariate 

relationships in order to reduce potential accuracy loss. Synthetic data can come from partial 

synthesis in which only some variables and/or observations are synthesized; all variables and all 

observations have been synthesized in fully synthetic data. The similarity of synthetic data 

compared to the internal data can of course vary based on the models used. A thorough survey of 

the history of synthetic data, including its origin, existing uses, and methodologies, can be found 

in Drechsler and Haensch (2023). 

One mechanism for addressing the potential shortcomings of the synthetic data is an 

internal validation and/or verification system. These systems allow users to work with the publicly 

available synthetic data and then request that their analysis be run on the corresponding internal, 

confidential data. A validation system releases the results from the internal data to the user (with 

some disclosure avoidance protection applied), while a verification server returns some summary 

measure of similarity between the synthetic and internal results. The synthetic data protect the 

privacy of the underlying internal data, and the validation/verification system can address accuracy 

concerns by providing statistical output based on the internal data. Having synthetic output that 

reproduces many statistical results from the corresponding internal data could reduce the number 

of validation requests, thereby mitigating costs associated with validation.4 Of course, higher 

similarity between the internal and synthetic data likely carries higher disclosure risk, so the 

overarching balance between privacy and utility must still be considered.5 

  The U.S. Census Bureau has a history of implementing a validation system. The GSF links 

microdata from select panels of the SIPP to several administrative data sources such as the SSA 

and IRS. The SSB is a synthesized version of the GSF featuring a subset of variables found on the 

internal data sets. The SSB has evolved over time. Version 1.0 was created in 2003. Version 4.0 

 
4 For the data provider, validations and verifications require computing resources and employee time. For the data 

user, validations and verifications require a high standard of coding needed for replicability and a lag between finishing 

an analysis and receiving the results.  
5 Furthermore, as more results are released based on an internal data set, there is higher disclosure risk that someone 

could pool all released results and re-identify someone in the data or even reconstruct a record or entire dataset (Federal 

Committee on Statistical Methodology, 2005). 
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was the first to be released to the public, with the release occurring in 2007. Version 7.0, released 

in 2018, is the most recent release. Version 7.0 is fully synthetic, including even the missing data 

pattern; the SSB was only partially synthetic in prior versions. In Version 7, four synthetic files 

are created from a “snapshot” of the internal Gold Standard File. 6 The snapshot serves as the data 

set for internal validations. Additional technical information on the development of the SSB is 

available in Benedetto, Stanley, and Totty (2018). 

Data users can apply for access to the publicly available synthetic files. Once approved 

users have successfully built and run their analysis on the SSB, they can submit requests for 

validations of their code to internal Census employees who will run the analysis code on the 

internal file on behalf of the data user. The statistical output is checked by Census employees to 

ensure it meets all disclosure avoidance requirements and then, if approved, the output is released 

to the data user. The GSF and SSB have been used to study topics such as earnings gaps, disability 

insurance, returns to education, lifecycle earnings, retirement outcomes, minimum wage effects, 

and many others. Examples of articles published in peer-reviewed journals include Bertrand, 

Kamenica, and Pan (2015); Juhn and McCue (2016); Henriques (2018); Neumeier, Sorensen, and 

Webber (2018); and Kejriwal, Li, and Totty (2020). 

 

3. Quantitative Analysis of Synthetic and Confidential Output 

When considering synthetic data and statistical estimates based on synthetic data, the 

comparability of estimates to those generated using the corresponding confidential internal data is 

of high interest. We perform several analyses in the present paper – all of which involve earnings 

data. Specifically, we perform descriptive analysis, check missing data patterns, and run regression 

analysis. For the latter, we emphasized well-known statistical relationships for which, in most 

cases, there exists an expected finding (e.g., gender wage gap estimates typically should show that 

males earn more than females on average). We focus on earnings for multiple reasons. First, 

earnings is a critical outcome of interest in the field of economics as well as in other social science 

disciplines. There are thus many use cases that we can test. Second, earnings is a continuous 

 
6 Results based on the SSB must be combined across all four synthetic files for proper estimation and inference. 

Statistics such as means and regression coefficients can simply be averaged across the four files. Correct inference 

must use the variance combination formulas in Benedetto, Stanley, and Totty (2018). All SSB results reported later in 

the present paper are based on the proper combination of results across the four files. 
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measure, so we can test out distributional differences while also assessing extensive margins (e.g., 

positive earnings or not). Third, the GSF and SSB have earnings information from two sources: 

the administrative records and the survey self-responses. This gives us another avenue to assess 

differences between the confidential and synthetic data sets. 

We use several samples based on the GSF and SSB. In assessing missing data patterns, we 

utilize the full GSF and SSB data sets. Our primary analytical samples consist of individuals who 

have non-missing earnings in both the administrative records – specifically, the Detailed Earnings 

Record (DER) from SSA – and survey responses from the SIPP. Since the DER is annual and SIPP 

observations are monthly, we calculate annual earnings for the SIPP by summing monthly earnings 

for a full calendar year. So, individuals in our main analytical samples have non-missing SIPP 

earnings data for all twelve months in a given calendar year.  

When not replicating select papers that used the GSF, we have a primary analytical 

subsample of interest consisting of positive earners – individuals from our full sample who have 

both DER earnings and annual SIPP earnings greater than zero for at least one calendar year. As 

the natural logarithm of earnings is often our regression outcome of interest, this subsample 

typically serves as the basis for our regression samples. Each regression analysis includes 

additional restrictions such as non-missing covariates and assorted age range limitations. These 

sample definitions are described in the respective sections pertaining to each separate regression 

analysis. 

First, we will discuss the descriptive statistics, including summary statistics and patterns 

of extensive margins. Then we provide descriptions of and results from each regression analysis 

we perform. 

 

3.1 Descriptive Analysis 

3.1.1 Earnings Summary Statistics 

Figure 1 shows a kernel density plot for the distribution of SIPP and DER earnings in the 

SSB and the GSF. The results are based on our positive earners sample described above. We also 

drop the top and bottom five percent of annual earnings observations for each dataset and earnings 

source. Both SIPP and DER earnings show a hump-shaped distribution with the largest density 

between $10,000 and $20,000 and a long right tail. The SSB does a good job of replicating this 

basic shape, although the SSB has even larger density at the peak and shifts the peak to the left. 
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Consequently, the SSB shows less density for earnings between $20,000 and $80,000. The main 

takeaway is that the SSB has a larger density of individuals with low earnings levels (less than 

$20,000). Thus, the SSB replicates the general tendency of earnings to be right-skewed, but the 

densities are different in a way that could impact income inequality estimates based on, for 

example, decile comparisons. 

Figures 2 and 3 study how well the SSB replicates differences between the SIPP and DER 

earnings. Figure 2 shows the average difference between SIPP and DER earnings (SIPP minus 

DER) across individuals by DER earnings decile. The GSF version of the figure shows evidence 

of over-reporting in survey earnings in the lower part of the DER distribution and under-reporting 

of survey earnings in the upper part of the DER distribution. This result is an important one because 

it suggests that measurement error in survey earnings is not classical but rather is related to the 

individual’s true earnings. The SSB replicates this result quite well, both in terms of the over-

reporting versus under-reporting pattern and in terms of the average difference in each decile. The 

only noticeable differences are that the SSB version shows even larger earnings differences in the 

outer deciles and the SSB version shifts the inflection point between a positive and negative 

average earnings difference from the sixth DER decile to the seventh DER decile. 

Figure 3 shows a histogram for the difference in individual earnings between the SIPP and 

DER (SIPP minus DER). We compute the SIPP minus DER difference for each individual and 

then count the number of individuals in each of 21 bins. The top figure based on the GSF shows 

that while more individuals fall into the zero (“0”) bin (SIPP minus DER earnings difference of -

$1,000 to $1,000) than any other, there is a spread around the zero bin with greater density in bins 

closer to the zero bin. The two tails have the next most density of all bins other than the zero bin, 

indicating the presence of many individuals who have large (larger than -$10,000 or $10,000) 

differences between their SIPP and DER earnings. The bottom figure based on the SSB once again 

replicates the general shape seen with the GSF: a spread around the zero bin with the most common 

bins being the zero bin and the tails. However, there are some noticeable differences in the SSB 

version relative to the GSF version. First, the tails have greater density than the zero bin. Second, 

the spread around the zero bin is flatter. These results show that while the SSB does replicate the 

general tendency of SIPP and DER earnings to be similar to each other, synthesizing the data 

weakens the relationship. 
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Figures 4 through 7 show the means and medians of real earnings across our two main 

samples and assorted demographic groups. The four bars in each figure correspond to the sources 

of the earnings information – either the GSF or the SSB, and either the DER or the SIPP. Figures 

4 and 5 correspond to the full sample, while Figures 6 and 7 pertain to the sample of positive 

earners (i.e., individuals with both positive DER earnings and positive SIPP earnings). For the 

means, one can see in Figures 4 and 6 that the variation across data sources is highest for the highly 

educated subgroups. The other demographic groups show fairly similar means within each 

category, and the pattern is similar comparing different categories (e.g., comparing white to Black 

or men to women). In assessing GSF means vs. SSB means, across groups the SSB means are 

slightly higher. 

The median earnings are presented in Figures 5 and 7. Comparing the GSF and SSB 

medians shows practically no difference within each of the samples analyzed. Further, the SIPP 

medians are slightly higher than the DER medians; however, that patterns hold across demographic 

groups and in comparing GSF to SSB. The expected relative differences between demographic 

groups are also present regardless of the data source used for the statistical calculation. 

Figures 8 and 9 shows statistics for differences between the administrative record values 

for earnings (the DER) and the self-reported values from the SIPP. Figure 8 presents the ratio 

between these earnings values while Figure 9 shows their absolute difference. In both, the bars 

now correspond to either the GSF or the SSB and either the mean or median difference. For Figure 

8, the mean ratio (DER/SIPP) is far higher in the SSB compared to the GSF, and that pattern holds 

across subsamples. The medians are again nearly identical comparing the SSB to those from the 

GSF, which fits with the findings presented in Figures 5 and 7. Turning to the absolute differences 

(see Figure 9), the SSB is once again much higher than the GSF in terms of mean difference; 

however, the patterns across and within subsamples are consistent. For example, subsamples with 

larger average earnings values (e.g., men relative to women, or advanced degrees relative to high 

school degrees) show larger average differences between the DER and SIPP in both the GSF and 

the SSB. Looking at the medians, there are once again minimal differences comparing the 

estimated values in the SSB to the corresponding values in the GSF. 

Our final descriptive check for within-person variation is comparing the standard 

deviations of within-person earnings in the GSF to that in the SSB. The sample for this analysis 

keeps individuals aged 30 through 61 who had at least three non-missing DER earnings 
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observations in the data. We calculate the standard deviation in real earnings for each individual 

in the analytical sample and then calculate several moments of interest. These results are included 

in Table 1. Within-person standard deviations are larger in the SSB than in the GSF. As in the 

other descriptive analysis, the percentiles are more similar than the means. For example, the mean 

standard deviation of within-person earnings in the SSB is roughly double that for the GSF. For 

comparison, the SSB median is roughly 42% higher than the GSF median.  

In sum, the descriptive statistics analyzed here show few major differences comparing the 

results from the SSB to the results from the GSF. In particular, the results showing the largest 

differences seem to come from analysis that is more sensitive to outliers. Statistics like medians 

are nearly identical when comparing those generated from the SSB to those estimated with the 

GSF data. Static patterns seen in the GSF (e.g., the gender earning gap, education premia, Black-

white earnings gap) are likewise estimated in the SSB. 

 

3.1.2 Positive, Non-Positive, and Missing Earnings Patterns 

This section shares results from analysis of different categorizations of earnings values – 

positive earnings (i.e., non-missing and greater than zero), non-positive earnings (i.e., non-missing 

and less than or equal to zero), and missing earnings. For missing earnings, we focus on records 

with a missing value for an individual in-universe. Put another way, we are interested in missing 

values for which there should be a non-missing value (e.g., person declined to respond to SIPP 

question when asked) rather than records for which a missing value is structural (i.e., the individual 

wasn’t in universe). Note that for the DER earnings in our sample, missing values are present when 

individuals from the SIPP could not be linked to the administrative records.  

Using the full samples, we calculate descriptive statistics to compare the missing data 

pattern for earnings in the SSB to that in the GSF. For SIPP earnings, we check each month that 

appears in our primary analytical samples (i.e., individuals with non-missing calendar year 

earnings in both the DER and the SIPP). Since we require full calendar years in our other analysis, 

the second, third, and fourth calendar years of a SIPP panel are potentially eligible. We calculate 

the percentage of missing earnings for each month in this time frame in the SSB and GSF and then 

take the difference between those percentages. The largest difference for a single month analyzed 

is 0.41 percentage points. We perform the same exercise for annual SIPP earnings (i.e., earnings 

is missing for at least one month in the calendar year) for each relative calendar year within the 
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panel – the largest difference between the SSB and GSF is 0.12 percentage points. The difference 

in the percentage of individuals with missing SIPP earnings in any year (i.e., flagging individuals 

with missing SIPP earnings for any of the second, third, or fourth calendar year of their panel) is 

roughly 0.20 percentage points. The difference in the percentage of individuals with missing DER 

earnings is roughly 0.16 percentage points. We also compare missing and non-missing values for 

SIPP annual earnings vs. DER earnings. The maximum percentage point difference between the 

GSF and SSB for records with DER missing and annual SIPP non-missing is 0.14 while the same 

estimate for DER non-missing and annual SIPP missing is 0.35. We interpret these statistics as 

evidence that the overall prevalence of missing earnings data in the SIPP is quite close to that in 

the GSF.7 

We also perform descriptive analysis of positive vs. non-positive earnings in the SIPP and 

DER comparing the SSB to the GSF. Our aim here is to assess extensive margin differences 

between self-reported earnings and administrative records as well as whether any such differences 

are seen in both the SSB and GSF. Figure 10 shows the proportions of records with different 

combinations of positive and non-positive earnings in the different data sources and data sets. The 

figure format is like that in Figures 4 through 9. Looking within assorted samples and subsamples, 

we measure the proportion of records fitting the given characteristic (e.g., positive SIPP earnings 

and non-positive DER earnings in the GSF). Our main comparison of interest is between the GSF 

and SSB. So, the first and second bars for each x-axis category show how many records have 

positive SIPP earnings and non-positive DER earnings, while the third and fourth bars show 

records with non-positive SIPP earnings and positive DER earnings. The “positive DER and non-

positive SIPP” proportions are usually within a percentage point or two comparing GSF to SSB 

within each x-axis category; however, the “positive SIPP and non-positive DER” proportion is 

often much higher in the SSB than in the DER. Sometimes this SIPP proportion is double or nearly 

triple that seen in the GSF. There are a few potential explanations for this. One is that the synthetic 

modeling simply falters in replicating this statistical relationship. Another is that our sampling 

restrictions in converting monthly SIPP earnings into annual SIPP earnings could be contributing 

to this. To have annual SIPP earnings less or equal to zero for the purposes of our analysis, an 

individual would need to have twelve non-missing months of SIPP earnings that sum to no greater 

than zero.  

 
7 The statistics in this paragraph were cleared for release: CBDRB-FY21-285. 
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To help assess what may be driving this finding, we generate some additional statistics 

concerning positive vs. non-positive earnings. For our research sample where both SIPP and DER 

earnings are non-missing, the GSF has positive DER earnings in 68.55 percent of such cases while 

the SIPP annual earnings are positive in 68.05 percent of cases. In the SSB, DER earnings are 

positive in 70.25 percent of cases, and SIPP annual earnings are positive in 75.34 percent of cases. 

So, the SSB has a higher rate of positive earnings in our research sample with a larger jump in 

frequency of positive SIPP annual earnings summed from the monthly level (68.05 percent to 

75.34 percent) than in the frequency of positive DER earnings (68.55 percent to 70.25 percent). 

Looking at monthly SIPP earnings, the absolute difference between the proportion of positive 

earnings in the GSF and that in the SSB ranges from 0.05 percentage points to 2.45 percentage 

points. The median difference is around 1 percentage point. Our inference from this preliminary 

analysis is that our annual SIPP calculation based on summing monthly earnings is driving the 

starkly higher proportion of “positive SIPP and non-positive DER” cases in the SSB relative to the 

GSF.8 

The final check we perform in this vein is to assess non-positive DER observations over 

time. Figure 11 shows the comparison of the proportion of non-positive DER earnings in our GSF 

sample to that in our SSB sample for the calendar years appearing in our analysis. There are several 

takeaways we would like to emphasize. First, the absolute difference between the proportion of 

non-positive DER earnings in the GSF and the proportion of non-positive DER earnings in the 

SSB is never more than 2 percentage points in the years analyzed. Second, the nonmonotonic time 

trend in proportion of DER earnings seen in the GSF is largely mirrored by the time trend in the 

SSB. There is a relatively steep downward trend in the early years before a leveling off and then 

slight increase in the last few years of the sample. This could relate to broader trends such as 

increases in female labor force participation in the 1980s and 1990s as well as the Great Recession 

of the late aughts. In terms of the focus of our present paper, an interesting finding of the analysis 

presented in Figure 11 is that the GSF initially shows a higher percentage of non-positive DER 

with the gap decreasing over time. Then in the final years analyzed, the SSB percentage is slightly 

higher.  

 Overall, our interpretation of these analyses is that the SSB is properly modeling many 

(though not all) of the patterns seen when categorizing earnings values as missing vs. non-missing 

 
8 The statistics in this paragraph were cleared for release: CBDRB-FY21-285. 
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and positive vs. non-positive. We do see closer replication of the GSF patterns for static individual 

estimates (e.g., overall frequencies of missing values, proportions of non-positive DER earnings 

by year) than for estimates involving within-person dynamics (e.g., frequencies of individuals with 

full calendar years of non-positive monthly earnings). We feel more research in this area is 

warranted but dedicate the remainder of this paper to comparing GSF and SSB results from 

regression analysis of social science questions. 

 

3.2 Modeled Output 

3.2.1 Predictors of Missingness 

In addition to the descriptive analysis of missing data patterns, we perform regression 

analysis to assess what factors are related to the likelihood of missing earnings and if such 

relationships are estimated in both the SSB and the GSF. Table 2 shows predictors of having 

missing SIPP or DER earnings. We regress binary indicators for missing SIPP or DER earnings 

on demographic characteristics and Census regions. Columns (1)-(2) show the results based on the 

GSF data. Columns (3)-(4) show results based on the SSB data. The GSF results show many 

variables that have statistically significant correlations with missing earnings data. For example, 

non-White individuals are more likely to having missing SIPP and DER earnings than White 

individuals, while individuals who are married or have children are less likely to have missing 

SIPP and DER earnings than individuals who are single or childless.  

Comparing column (1) to (3) and column (2) to (4), we see that most of the statistically 

significant predictors of missing earnings are replicated in the SSB. Column (3) has the same sign 

and significance as column (1) for 14 out of the 16 predictors. Column (4) has the same sign and 

significance as column (2) for 11 out of the 16 predictors. Of the seven total predictors that did not 

match sign and significance, four lost significance in the SSB while three others flipped signs (and 

were statistically significant). Overall, the SSB replicates many of the demographic correlates with 

missing earnings present in the GSF data. 

 

3.2.2 Mincer Regressions 

As one regression-based test, we perform analysis in the style of the seminal Mincer (1974) 

model and many subsequent labor economics analyses. Table 3 shows the results of these Mincer-

style regressions to estimate age (as a proxy for experience) and education premia. We regress the 
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natural logarithm of real earnings on age, age-squared, categorical indicators for educational 

attainment, and control variables for demographic characteristics. The analytical sample used here 

is our main positive earners sample limited to individuals who are at least 25 years old but under 

age 65 and additionally have non-missing values for all covariates.  

In Table 3, the first two columns show the results when using the GSF and the right-most 

columns show the results when using the SSB. The odd-numbered columns use SIPP earnings; the 

even-numbered columns use DER earnings. The estimates from the SSB all have the same sign 

and statistical significance as their counterparts from the GSF. The magnitudes are similar in size 

to varying degrees. For example, from the GSF, the earnings premium over the “less than high 

school” baseline is roughly 38 percent for high school degree, 67 percent for some college, 141 

percent for college degree, and 328 percent for advanced degree when using DER earnings as the 

outcome. The corresponding estimates from the SSB are 49 percent, 92 percent, 206 percent, and 

453 percent.  

So, the SSB shows larger estimates across education categories with the larger differences 

occurring as education increases. For example, the expected earnings premium from an advanced 

degree is roughly 38 percent higher in the SSB relative to the GSF benchmark. The ranges of 

estimated coefficient magnitudes are smaller for the age, sex, and race variables. For example, the 

age coefficient estimates range from roughly 0.074 to 0.103, and the age-squared coefficient 

estimates range from -0.0008 to -0.0011. The difference (or lack thereof) between estimates when 

using the DER vs. the SIPP for the earnings outcome is similar comparing SSB to GSF. In sum: 

while the estimate magnitudes differ to varying degrees, the overall statistical takeaways from 

these Mincer-style regression analyses are the same comparing SSB to GSF. 

 

3.2.3 Time Series Evidence: Wage Gaps Over Time and Lifecycle Earnings 

Figures 12-15 show time series results for several constructed variables or wage gaps. The 

results are constructed by calculating the given statistic of interest separately in each SIPP panel, 

then plotting the results across SIPP panels. Each figure has two graphs: one for the GSF and one 

for the SSB. Each graph has two time series plots: one for SIPP-based earnings and one for DER-

based earnings. All four figures are based on the positive earners sample described previously.  

First, we study the college wage premium. The college wage premium is the average wage 

gap between individuals with versus without a college degree. Variation in the college wage gap 



15 
 

over time is informative about changes in the relative supply of versus demand for college-

educated workers and thereby provides evidence on macroeconomic forces in the labor market. 

The college wage premium has been rising since the 1980s, although it has been rising at a 

decreasing rate since around the mid-1990s (e.g., Ashworth and Ransom, 2019; Card and Lemieux, 

2001).9 

Figure 12 shows the college wage premium over time. Our premium estimates are 

regression-adjusted with controls for highest education level, sex, race, a quartic in age, and 

Hispanic status.10 We limit the sample to ages 25-54 (i.e., prime working age). We convert the 

SIPP and DER earnings into a wage by dividing by the individual’s self-reported hours of work in 

the SIPP. The figure plots the coefficient estimate for a binary variable indicating whether the 

individual has at least a bachelor’s degree.  

The GSF plot matches the expected pattern of a rising college wage premium that is 

flattening over time. The time series is very similar for the SIPP and DER wages. The SSB plot 

shows similar patterns. The wage premiums are similar in magnitude to the GSF and are rising 

over time. The SIPP-based premiums also show the flatting of the wage premium growth over 

time. The SSB plot shows a larger difference between the SIPP and DER premiums than the GSF 

does. This is mostly due to the early 1990s and 2008 SIPP panels in which the DER wage 

premiums are noticeably larger than the SIPP wage premiums. 

Next, we study age-earnings lifecycle profiles. The age-earnings lifecycle profile shows 

average earnings by age. The profile illustrates not only amounts of earnings, but lifecycle 

dynamics related to when earnings growth is largest and how earnings evolve as individuals 

approach retirement. Age-earnings profiles generally show a hump shape where earnings growth 

is largest during ages 25-35, earnings peak in the mid-to-late 40s, and then earnings decline 

beginning in the 50s as individuals approach retirement and reduce their attachment to the labor 

market (Murphy and Welch, 1990). 

 
9 The term “skill-biased technological change” is a commonly accepted explanation for a large portion of the rise in 

the college wage premium in recent decades (e.g., Card and DiNardo, 2002). This term refers to the rise in the use of 

technology that generally compliments college or even more advanced degrees as well as the replacement by 

technology of many manual labor jobs that were often held by individuals with fewer years of education. 
10 Our college wage premium estimates are not intended to be estimates of the causal effect of college on earnings. 

Individuals with versus without a college degree differ on many characteristics besides just their education level and 

basic demographics. Rather, college wage premium estimates are only intended to provide a description of how wages 

differ for those with versus without a college degree and how that has changed over time. 
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Figure 13 shows the age-earnings lifecycle profiles. The figures plot the coefficient 

estimates from a regression of earnings on age indicators without any covariates. All SIPP panels 

are pooled together. The profile for the GSF plot shows the expected hump shape with larger 

earnings growth during ages 25-35, flattened growth and peaked earnings during ages 40-50, and 

declining earnings beginning in the early 50s. The SIPP and DER earnings profiles are very 

similar. The SSB plots show the expected hump shape, although earnings growth is flatter over 

ages 35-50 in the SSB than the GSF and the earnings level itself is lower in the SSB across the full 

age range. The SIPP and DER earnings profiles track each other closely in the SSB during ages 

25-35, but then begin diverging with the DER-based profile being noticeably larger for older ages. 

Thus, the GSF and SSB figures are visually similar and provide the same general conclusions 

about lifecycle earnings dynamics, although there are some noticeable differences in the figures. 

Finally, we study the gender wage gap and the Black-White wage gap. These gaps show 

how wages differ on average between males and females or Black and White individuals. 

Understanding how average wages differ by gender and race, and how those differences have 

changed over time, provides importance information related to policy, inequality, and 

discrimination. The gender wage gap shrunk rapidly between 1980 and 2000 but has been 

relatively stable since then (Beaudry and Lewis, 2012; Blau and Kahn, 1997; Mulligan and 

Rubinstein, 2008). The Black-White wage gap has been widening since 1980 (Daly, Hobijn, and 

Pedtke, 2017). 

Our wage gap estimates adjust for basic demographic characteristics including highest 

education level, gender (for the Black-White wage gap), race (for the gender wage gap), a quadratic 

in age, Hispanic status, and state of residence.11 We convert the SIPP and DER earnings into a 

wage by dividing by the individual’s self-reported hours of work in the SIPP. We also limit the 

sample to ages 25-54.  

Figure 14 shows the gender wage gap results. The GSF results show the expected pattern, 

with the gender wag gap shrinking during the 1980s and 1990s before stabilizing since 2000. The 

SIPP and DER gaps are nearly identical. The SSB results show similar magnitudes and an overall 

declining wage gap, although the SSB results do not show as clear of a delineation between a 

 
11 Our estimates are not intended to represent causal effects of gender or race on earnings, nor are they intended to 

measure discrimination. Rather, they just report a conditional wage gap for one particular set of covariates that is 

commonly used to adjust the wage gap for basic demographic information. 
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shrinking wage gap from 1980-2000 and a stable one since 2000. Figure 15 shows the Black-White 

wage gap results. The GSF plots show the expected pattern of an overall widening wage gap, 

although there are some periods of shrinking gaps in our results. The SSB plots are flatter but show 

similar magnitudes and provide some visual evidence of a widening gap. 

Overall, we find these results very encouraging. The SSB is able to replicate many 

important socioeconomic patterns related to wage gaps and lifecycle earnings dynamics, including 

how those statistics evolve over many decades.  

 

3.2.4 Returns to Schooling  

 The prior sections presented results on the average earnings differences across education 

levels and the college wage premium over time. In this section, we study a similar but different 

topic: the causal effect of schooling on earnings. This topic has long been of interest to social 

scientists as it is relevant for individual-level schooling decisions and for policymakers when 

determining education policy.  

 Early studies on the returns to schooling were based on ordinary least squares (OLS) 

estimates of regressions that attempt to explain wages or earnings as a function of schooling and 

experience (Mincer, 1974).12 Decades of work since then has focused on omitted ability bias in 

the “Mincer equation.” OLS estimates of the Mincer equation are assumed to overstate the returns 

to schooling due to a positive association between earnings and ability as well as ability and 

schooling (Griliches, 1977; Heckman, Lochner, and Todd, 2006). As a result, a large body of work 

has emerged using a variety of econometric techniques in attempt to provide a more reliable 

estimate of the return to schooling. One well-known approach was the use of quarter of birth as an 

instrumental variable (IV) for years of schooling using two-stage least squares (2SLS) instead of 

OLS (Angrist and Krueger, 1991). Identification for this IV approach stems from the idea that 

quarter of birth is related to earnings only through completed years of schooling. Historically, 

individuals born earlier in the calendar year start school at an older age and thus also reach the 

legal school dropout age after having attended school for a shorter period of time. This first-stage 

 
12 Variables commonly used to account for experience are age and “potential experience.” Potential experience is 

typically measured as age – years of school – 6 and is intended to proxy for actual years of work experience which is 

usually not observed. Age or potential experience are typically included in “Mincer regressions” in either a quadratic 

or quartic functional form (Murphy and Welch, 1990). 
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relationship between years of schooling and quarter of birth provides plausibly exogenous 

variation in years of schooling for the second-stage regression between earnings and schooling.  

A common result in the returns to schooling literature is that IV estimates of the returns to 

schooling are larger than OLS estimates, despite the aforementioned assumption that omitted 

ability causes upward bias in the OLS estimate (Card, 2003). We test this result in the GSF using 

the “positive earners” sample which we further limit to non-Hispanic White males ages 25-54 with 

at least 30 weeks worked in calendar year and individuals without missing covariates. The results 

are shown in Table 4. The GSF replicates this result for both SIPP earnings (Panel A) and DER 

earnings (Panel B). The OLS estimate of the Mincer equation shows an 11-13 percent return to an 

additional year of schooling, depending on whether we use SIPP or DER earnings as the outcome 

variable. The 2SLS estimates show a 22 percent return to an additional year of schooling. The SSB 

results do not replicate this known pattern of the IV estimate for the return to schooling being 

larger than the OLS estimate. The OLS estimate is similar between the SSB and GSF (11-13 

percent return in the GSF versus 13-16 percent in the SSB, both statistically significant), but the 

IV estimates in the SSB are smaller than OLS (11-13 percent return for 2SLS versus 13-16 percent 

for OLS) and not statistically significant.  

Panel C of Table 4 illustrates why the SSB fails to replicate this pattern. The table shows 

the first-stage regression results from the 2SLS IV model in the GSF vs SSB.13 This is a regression 

of years of schooling on indicators for quarter of birth (with quarter one as the excluded category) 

plus all the same covariates from the second stage (age, age squared, state fixed effects, and year 

fixed effects). In the GSF, later quarters of birth and age are all positively and significantly related 

to more completed years of schooling. The SSB replicates the relationship between years of 

schooling and age but fails to replicate the relationship with quarter of birth. The fact that the SSB 

fails to replicate the relationship that underpins the quarter of birth IV method likely explains why 

the SSB fails to reproduce the second stage result. 

Next, we replicate the main regressions in Kejriwal et al. (2020). The authors used the GSF 

to estimate the returns to schooling and the interactive fixed effects estimators from Bai (2009) 

and Pesaran (2006) to account for omitted ability bias. The Panel A portion of Tables 5-7 reproduce 

several of the main results in their paper, while the Panel B portion attempts to replicate their 

 
13 Note that the first-stage regression model is the same between the DER earnings and SIPP earnings analyses because 

only the outcome variable in the second stage changes. 
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results when we run their code on the SSB.14 The analysis in Table 5 is similar to the analysis 

described above from Table 4: the authors estimated Mincer equations using OLS and IV (based 

on quarter of birth) using both cross-section and panel data samples. Table 6 shows results for 

pooled panel data models that include interactive fixed effects (i.e., person fixed effects, time 

period fixed effects, and the interaction of person and time fixed effects). Table 7 shows results 

for heterogeneous coefficient panel data models that include interactive fixed effects. 

The GSF results in Panel A of Table 5 show positive and statistically significant effects of 

schooling on earnings with the expected pattern that the IV estimate is larger than the OLS 

estimate. The SSB results in Panel B again fail to replicate this pattern. The OLS estimates are 

similar between the GSF and SSB – they are all positive and statistically significant – but the SSB 

2SLS estimates are much smaller than the GSF 2SLS estimates and not statistically significant. 

The SSB results in Tables 6 and 7, which are based on models with interactive fixed effects 

and/or heterogeneous coefficients, almost all fail to replicate their GSF counterpart. The various 

GSF results across the two tables all show a positive and statistically significant return to an 

additional year of schooling in the range of 2-8 percent. The SSB results are always small and 

close to zero. Only one of the ten total coefficient estimates remains positive and statistically 

significant in the SSB, while another coefficient estimate becomes negative and statistically 

significant.  

It is noticeable across Tables 5-7 that results which rely on within-person earnings variation 

as a key source of identifying variation are less replicable in the SSB than results that do not rely 

on such variation. For example, in Table 5 there are three OLS estimates of the returns to schooling, 

one of which uses person fixed effects in a panel regression. The two specifications that do not use 

person fixed effects (column 1 and column 4) are quite close between the GSF and SSB [9.2 

percent GSF return versus 7.0 percent SSB return for column 1 (24 percent reduction); 10.5 percent 

GSF return versus 9.3 percent SSB return for column 4 (11 percent reduction)]. The specification 

that does rely on person fixed effects shows a much larger attenuation of the return to schooling 

[7.7 percent GSF return versus 4.2 percent SSB return in column 3 (45 percent reduction)]. All the 

results in Tables 6 and 7 rely on within-person earnings variation. The Table 6 results include both 

individual fixed effects and interactive individual and time fixed effects which capture time-

varying returns to unobserved individual characteristics. The Table 7 results include interactive 

 
14 Tables 5-7 in our paper replicate the main results in Tables 3-5 of Kejriwal et al. (2020), respectively. 
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fixed effects and also heterogeneous coefficients that are based on individual-specific time series 

regressions. Unlike most of the findings we have presented so far, essentially none of the results 

from these models are replicated in the SSB. 

In summary, the replicability of GSF returns to schooling results in the SSB is fairly 

encouraging for simple OLS estimates of the Mincer equation. However, the SSB failed to 

replicate the common result that IV estimates are larger than OLS estimates across multiple 

samples and specifications. One possible explanation for this is prior work showing that quarter of 

birth is a weak instrument which can lead to inconsistent and biased estimates (Bound et al., 1993); 

these types of weak relationships may be exactly the types of relationships that synthetic data 

models have a difficult time replicating. The SSB also noticeably failed to replicate results based 

on models that rely on within-person variation in earnings. 

 

3.2.5 Vietnam War Draft Lottery and Civilian Earnings 

In this section, we investigate another well-known birthdate-related instrumental variable. 

Angrist (1990) studied the effect of military service on civilian earnings. In order to avoid the 

potential omitted ability bias due to non-random selection into the military, Angrist (1990) used 

the Vietnam draft lottery results as an instrument for military veteran status. There were three 

rounds of military draft lotteries during the Vietnam War period: 1970, 1971, and 1972.15 For each 

lottery, individuals who turned 20 years old in that year were assigned a “random sequence 

number” (RSN), 1-366, based on their birthdate.16 Later, a number from 1-366 was chosen and all 

individuals whose RSN was below that “draft eligible ceiling” were selected as draft-eligible.17 

The ceiling was 195 in 1970, 125 in 1971, and 95 in 1972. 

We cannot attempt to exactly replicate the IV models from Angrist (1990) because military 

veteran status is not available in the SSB. However, Angrist (1990) showed that the effect of the 

draft lottery on military service and, ultimately, earnings was so strong that the draft lottery results 

themselves were strongly associated with civilian earnings without even accounting for actual 

military service. This is the result that we test in the GSF and SSB. We use the SSA’s Summary 

 
15 There were also lotteries in 1973-1975, but nobody was actually drafted after 1972. 
16 The first draft, in 1970, also included individuals who turned 21-26 in that year. 
17 Individuals who were selected as draft-eligible by the lottery still had to pass a screening process that included 

physical examination and a mental aptitude test, meaning that the final selection into the military was not random. 

However, the fact that the initial induction into the draft-eligible population was random means that the draft lottery 

results still provide a plausible instrumental variable. 
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Earnings Record (SER) to build a panel of individual-level annual earnings from 1960-1979 for 

white males born from 1944 through 1952. We then estimate a difference-in-differences regression 

using two-way fixed effects and OLS: we regress the log value of annual earnings (adjusted for 

inflation) on individual fixed effects, year fixed effects, and an interaction between a categorical 

variable indicating whether an individual’s RSN was below the draft-eligible ceiling and a 

categorical variable indicating the years after an individual’s draft lottery year (along with birth 

year fixed effects). The coefficient on the interaction term is the difference-in-differences estimate 

for the effect of random selection into the “draft-eligible” population on subsequent civilian 

earnings. It represents the difference in average annual earnings between draft-eligible and non-

draft-eligible individuals in years after the draft lottery relative to their difference in average 

earnings in years before the draft lottery. 

Table 8 reports the results. The GSF result in column (1) shows an 11.43% reduction in 

annual earnings after the draft lottery for drafted-eligible individuals that is statistically significant. 

The SSB result in column (2) replicates the GSF result almost exactly: it produces an 11.65% 

reduction, also statistically significant. We view this as a particularly encouraging result with 

regards to accuracy in the SSB. Selection into the draft-eligible pool for the Vietnam War only 

impacted fewer than ten birth cohorts and was randomly assigned based on an individual’s exact 

date of birth, yet the SSB managed to reproduce the lower average earnings in post-lottery years 

for individuals with these sets of birth dates. 

 

3.2.6 Social Security Disability Insurance and Positive Earnings Over Time 

The economic effects of Social Security Disability Insurance (SSDI) have long been of 

interest to researchers and policy makers. The GSF presents an opportunity to analyze the long-

term earnings effects of SSDI application and receipt. The methodology is based on Charles (2003) 

and its response paper, Mok et al. (2008). An event study framework is used for a linear probability 

model with person-level fixed effects. As in many of our other analyses, we use the GSF and SSB 

to construct panel data. For this analysis, we utilize the DER for earnings information and the 

Master Beneficiary Record (MBR) for SSDI details. The analytical sample consists of individuals 

aged 30 through 61. For SSDI applicants, we exclude observations more than 10 years after an 

individual’s reported onset. The baseline time frame is six years or more before disability onset, 
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and then relative year dummy variable are created for years between five years prior to disability 

onset and ten years post disability onset. 

The outcome of interest is an indicator for positive DER earnings in year t, and the 

independent variables of interest are SSDI status indicators interacted with year-relative-to-

disability-onset dummy variables. The SSDI status categories are one-time applicants who never 

receive benefits, individuals who never receive benefits but applied multiple times, individuals 

who received benefits on the first application, and individuals who received benefits at some point 

but not on the first application. The baseline sample consists of non-disabled individuals, defined 

as individuals who indicate no work-limiting disability in both the SIPP and the administrative 

records (including SSDI as well as Supplemental Security Income). The expectation is that the 

likelihood of positive earnings declines after disability onset with differential effects based on 

SSDI status. 

Figure 16 shows the statistically significant effects for each of the SSDI categories for the 

GSF and the SSB. For comparison, a simpler difference-in-differences analysis was also 

performed using the same analytical sample less the non-disabled baseline used in the event study 

analysis. The treatment variable is SSDI benefits receipt, and the post variable is based on the year 

being greater than the disability onset indicated on the first SSDI application. The coefficient 

estimate for the treatment-post interaction term is included in Table 9. 

In both the event study and the difference-in-differences analysis, the signs and 

significances for most of the estimates are the same. In the post onset years, there is a negative and 

statistically significant effect of SSDI benefits receipt on the likelihood of positive earnings. The 

effects are much smaller in the SSB analysis than when using the GSF. In the event study, each 

SSDI category shows little or no effect on positive earnings likelihood in the pre-onset period 

followed a steep drop post-onset. The largest decline is for SSDI applicants who receive benefits 

on the first application, and in the later years there is some separation between the other categories 

(see solid lines in Figure 16). When using the SSB, the results are all statistically significant and 

negative, with a linear decline over time. We see slightly larger effects in the post period for the 

“SSDI benefits on first application” group with little difference between the estimated effects for 

the other three groups (see dotted lines in Figure 16). Similarly, the treatment-post interaction term 

coefficient estimate in the difference-in-differences model is over 10 times as large for the GSF 

analysis than in the SSB analysis (see Table 9). Further, the event study sample has a larger GSF 
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sample compared to the SSB sample while the difference-in-differences SSB sample (which limits 

to the SSDI applicant pool) is larger than the GSF sample. So, it seems that there are more SSDI 

applicants in the SSB and more non-disabled individuals (or individuals who could be identified 

as lacking work-limiting disabilities) in the GSF sample. 

These findings make sense in the context of our other analysis. The SSB does capture the 

strong and expected negative relationship between SSDI and likelihood of positive earnings, but 

it doesn’t find the same differential effects by category. The SSB can falter with replicating GSF 

empirical results when extensive margin considerations are critical. That is particularly relevant to 

this SSDI analysis where the outcome and independent variables of interest all rely on categorical 

identification. For something like positive earnings, the SSB could be highly accurate with the 

continuous measure of earnings but miss the mark on the zero vs. positive distinction (e.g., zero 

earnings in the GSF vs. $5 in the SSB would be quite close in the continuous sense but a complete 

miss for the binary variable). Similarly, the SSB could correctly identify someone as a SSDI 

beneficiary, but if the model flags the successful application as the second application instead of 

the first, that will change the treatment category in the event study framework. 

 

3.2.7 Minimum Wages and Labor Market Outcomes  

We now present regression results for the effect of minimum wage increases on a variety 

of labor market outcomes. There is consensus in the minimum wage literature that minimum wage 

increases raise wages and average earnings for the lower part of the wage distribution, but there 

has been debate about whether, and to what extent, this comes at the cost of reduced employment 

for some groups (Allegretto, Dube and Reich, 2011; Allegretto et al., 2017; Dube, Lester and 

Reich, 2010; Neumark, Salas and Wascher, 2014b, a). Much of this debate has centered around 

the appropriate specification to use in panel regressions for estimating the relationship between 

employment and minimum wages. 

We begin by estimating the effect of minimum wage increases on earnings and 

employment. The sample is the “full sample” described earlier, further limited to teens ages 16-19 

without any missing covariates.18 We use panel data samples and specifications that include two-

way fixed effects for state and year as well as state-specific linear time trends and Census Division-

 
18 Teenagers and restaurant workers are often the focus of minimum wage studies on employment (Allegretto, Dube 

and Reich, 2011; Allegretto et al., 2017; Dube, Lester and Reich, 2010; Neumark, Salas and Wascher, 2014b, a). 
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by-year fixed effects. Specifications with these controls have the most support from the literature 

as they can account for regional heterogeneity in employment trends that happens to be correlated 

with minimum wage levels (Cengiz et al., 2019; Totty, 2017). The results are in Table 10. Columns 

(1)-(2) show results from the GSF and columns (3)-(4) show results from the SSB. Panel A shows 

results based on SIPP earnings and Panel B show results based on DER earnings.19 

The results in columns (1)-(2) are consistent with the minimum wage literature – minimum 

wage increases raise wages for teenage workers with little-to-no evidence of employment loss once 

regional heterogeneity is accounted for. Results from the SIPP and DER are very similar. The SSB 

does not replicate these results very well. The SSB shows no relationship between minimum wage 

increases and wages for teenage workers: the coefficient estimate for the log minimum wage 

variable is negative and not statistically significant for both SIPP and DER wages. The SSB results 

for employment are similar to the GSF in that neither shows a statistically significant relationship 

between minimum wages and employment, but the coefficient estimates still move closer zero in 

a way that suggests attenuation of what little correlation there was in the GSF. 

Next, we attempt to replicate the main regressions in Hampton and Totty (2021). The 

authors used the GSF to study the effect of minimum wage increases on employment, permanent 

labor force exit, and Social Security retirement benefit claiming for low-wage workers during 

retirement ages (ages 62-70). The Panel A portion in Tables 11-13 reproduce their results from the 

GSF for employment, permanent exit, and benefit claiming, respectively.20 The Panel B portion 

shows the results from the SSB. 

The employment results in Table 11 are broken up into three different outcomes: any 

employment (indicating positive DER earnings in a given year) and full-time versus part-time 

employment (based on the amount of a person’s earnings in a given year relative to their lifetime 

highest amount).21 Each of the regressions are balanced person-year panel regressions over ages 

62-70. We show three different specifications for each outcome.  

 
19 We convert the SIPP and DER earnings into a wage by dividing by self-reported hours worked in the SIPP. For 

employment, the outcome variable is equal to 1 if the individual had positive SIPP/DER earnings and 0 if their earnings 

were equal to $0. 
20 The employment results we are reproducing from Hampton and Totty (2021) come from Tables 2-3 in their paper. 

The permanent exit and claiming results come from Table 4 and Table 5 of their paper, respectively.  
21 Full-time employment in a given year is defined as an individual earning at least 50% of their lifetime highest annual 

earnings amount (in inflation-adjusted dollars) observed in the data. Part-time employment in a given year is defined 

as earning less than 50% of their highest observed earnings year but still at least $5,000 in inflation-adjusted dollars, 

which equates to working approximately 20 hours per week at the minimum wage for a full year or working 40 hours 

per week at the minimum wage for six months. 
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The GSF results show that minimum wage increases lead to more employment for older 

workers and that the increased employment is made up of increases in both full-time and part-time 

work. The SSB replicates these results for some specifications but not for others. The results are 

qualitatively similar in columns (1)-(2), (4)-(5), and (7)-(8): the SSB results are similar in 

magnitude to the GSF and generally appear suggestive of positive effects on employment, full-

time employment, and part-time employment despite several of the estimates narrowly missing 

statistical significance at the ten-percent level. The SSB results in columns (3), (6), and (9) that 

include person fixed effects, on the other hand, are noticeably different in magnitude from the 

GSF. They are all much closer to zero, not close to statistical significance at conventional levels, 

and one coefficient even changes signs. 

The permanent exit from employment results in Table 12 are broken up into two different 

outcomes: partial and full exit, based on the amount of a person’s earnings in a given year relative 

to their lifetime maximum amount.22 We estimate two different regression specifications using 

OLS for each outcome. The regressions are effectively person-year hazard models in which the 

person drops out of the sample after their earnings permanently fall below a given individual-

specific threshold. Like the person fixed effects regressions for employment in Table 8, the 

permanent exit hazards rely on within-person earnings dynamics: permanent exit is measured as 

the point in time at which a person’s earnings permanently fall below a person-specific threshold 

based on their earnings history. The GSF results show that minimum wage increases lead to 

delayed full permanent exit from employment. The SSB does not replicate this result, as minimum 

wage increases show no evidence of a relationship with either partial or full permanent exit from 

employment. 

The retirement benefit claiming results are shown in Table 13. The outcome is an indicator 

for whether the individual first received retirement benefits in a given month. We estimate person-

month hazard regressions in which the person drops out of the sample after the first month they 

received retirement benefits. The GSF results show that minimum wage increases lead to delayed 

claiming of retirement benefits. Once again, the SSB does not replicate this result, as there is no 

relationship between minimum wages and claiming conditional on the other covariates in the 

 
22 If an individual’s annual earnings permanently fall to less than 50% of their lifetime inflation-adjusted maximum 

but still at least $5,000 in inflation-adjusted dollars, then that is classified as permanent partial employment exit. If an 

individual’s annual earnings permanently fall to less than 50% of their lifetime inflation-adjusted maximum and less 

than $5,000 in inflation-adjusted dollars, then that is classified as permanent full employment exit. 
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specifications. The SSB does, however, replicate a positive and statistically significant relationship 

between the month during which an individual first reaches their Full Retirement Age (FRA) and 

claiming, although the magnitude is much smaller than in the GSF.23 

In summary, while the SSB did replicate some evidence of a relationship between 

minimum wages and increased employment (column 1 of Table 11) as well as reaching FRA and 

claiming retirement benefits (column 2 of Table 13) for older workers, the majority of statistically 

significant relationships between minimum wages and labor market outcomes in the GSF became 

insignificant in the SSB. Many of the relationships that did not show up in the SSB relied on 

within-person earnings dynamics, either as a key source of identifying variation or in the 

measurement of the outcome variable. 

 

3.2.8 Relative Income Within Households 

Bertrand et al. (2015) is a well-known study on the causes and consequences of relative 

income within households. One of their findings is that the distribution of the share of household 

income earned by the wife exhibits a sharp discontinuity at 0.5, indicating that individuals are less 

likely to match and form a couple if the female’s income is less than the male’s. The authors used 

the GSF to show that this pattern exists in administrative earnings data from the U.S. and is thus 

not just a result of measurement error in self-reported survey earnings data. However, the authors 

did not find the discontinuity at 0.5 when first using the SSB; only when they received the validated 

results did it show up. 

 Figure 17 shows four different versions of the Bertrand et al. (2015) finding. The top left 

reproduces their exact results using the administrative DER earnings in the GSF. The bottom left 

replicates the same figure based on the SSB. The two figures on the right replicate the result using 

SIPP earnings rather than DER earnings. The two top two figures, based on the GSF, both show 

the result that there is more density to the left of 0.5 and a stark discontinuity in the density at 0.5. 

The SSB replicates the more general result that there is greater density to the left of 0.5 than to the 

right, but it is unable to replicate the discontinuity that occurs at 0.5. 

 
23 One other result of note from Tables 11-13 is that the sample sizes are much larger in the SSB than the GSF. The 

sample in Hampton and Totty (2021) is individuals whose average wage in the SIPP was less than or equal to the 

minimum wage plus two dollars. The larger low-wage sample in the SSB than the GSF is consistent with Figure 1 

which shows a larger density of individuals with low earnings in the SSB than in the GSF. 
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 The Bertrand et al. (2015) use of the GSF is a great example of the benefits of synthetic 

data with validation. Because of confidentiality concerns, the Census Bureau determined that it 

was necessary to synthesize the data before dissemination. Without the SSB, the authors would 

have either not been able to use administrative data on earnings in the U.S. or would have had to 

access those sensitive data through a Federal Statistical Research Data Center (FSRDC) which can 

be both expensive and time consuming. At the same time, the validation step was also crucial. 

While we have shown that synthetic data can successfully replicate a lot of socioeconomic 

relationships, social dynamics such as gender norms and relative income within households that 

generate such stark discontinuities may be tough to replicate well unless they are explicitly 

modeled.  

 

4. Discussion  

Results from the assorted analyses performed in this paper provide several implications 

related to our goal of assessing the comparability between output derived from the SIPP Synthetic 

Beta and those generated from the same analyses using the confidential SIPP Gold Standard File. 

In order to give an overview of the entire analysis, Figure 18 and Table 14 summarize many of the 

descriptive and model-based results presented previously in the paper. Figure 18 shows a scatter 

plot of the GSF versus SSB results. The figure shows descriptive and model-based results 

separately. While we have seen that the SSB does not replicate all the results from the GSF, it is 

clear from the figure that there is a strong association between results derived from the GSF versus 

the SSB. Table 14 summarizes differences in the 95% confidence interval coverage and statistical 

conclusions in terms of sign and statistical significance for the model-based results. Confidence 

intervals in the SSB, adjusted for synthesis uncertainty via multiple implicate variance, are 

approximately twice as long as the GSF confidence intervals on average. The synthetic confidence 

interval overlaps with 33% of the original confidence interval on average and covers the original 

coefficient estimate 35% of the time. The SSB produces the same sign as the GSF 79% of the time, 

the same statistical conclusion 63% of the time, and the opposite statistical conclusion only 2% of 

the time. Thus, while there are often meaningful differences between the exact magnitude of GSF 

versus SSB results, the SSB does a better job maintaining the presence of statistically significant 

relationships.  



28 
 

Where we see differences between results, many of the findings are consistent with 

interpretable and expected patterns. Statistics that are sensitive to outliers (e.g., means in Figures 

4 and 6) may be less likely to be replicated in synthetic data than statistics that are not sensitive to 

outliers (e.g., medians in Figures 5 and 7) because synthetic data inherently attempt to mask 

sensitive values such as outliers. Additionally, regressions that rely solely on variables already in 

the data (e.g., the Mincer-style regressions in Table 3) may yield more replicable results than 

regressions that merge external data onto the synthetic data (e.g., the effect of minimum wages on 

earnings for teenagers in Table 10). For the former, all variables used in the regression model are 

included in the underlying synthetic data models; thus, relationships among variables are more 

likely to be retained after synthesis.  

Modeling decisions when creating the synthetic data can also explain some of the 

differences. For example, in Table 4 we saw that the SSB does a good job of replicating the OLS 

estimate of the return to schooling but not the IV estimate, which is due to the SSB failing to 

replicate the first-stage relationship between quarter of birth and years of schooling. This can be 

explained by the synthetic data model for the SSB education variable not including the 

administrative date of birth variable used in the returns to schooling application.24  

The tendency of results that rely on within-person earnings dynamics to hold up less well 

(e.g., having a full calendar year of non-positive monthly earnings discussed in section 3.1.2; 

person fixed effects and hazard panel regressions in Tables 5, 11, and 12; interactive fixed effects 

regressions in Tables 6 and 7; and the SSDI event study analysis in Table 9) can also be tied back 

to a modeling decision. The synthetic data models for the SSB were primary based on modeling 

variable levels. However, a similar data product from the Census Bureau known as the Synthetic 

Longitudinal Business Database (SynLBD) chose to model within-establishment changes over 

time in key variables rather than model variable levels (Kinney et al., 2014). If the synthetic models 

for the SSB had been adjusted to explicitly model within-person changes in earnings over time, 

then the SSB may have performed better on these types of analyses in our paper.25  

 
24 The model did include the SIPP-reported date of birth, which would be correlated with administrative date of birth, 

but it included date of birth as a continuous variable rather than modeling calendar effects (such as quarter of birth). 
25 For example, the annual SIPP earnings used in our present paper relied on having non-missing monthly earnings 

values for all twelve months of the calendar year, and having a non-positive annual value (i.e., summing all twelve 

non-missing months) in the SSB was directly affected by how each monthly value was synthesized. One month’s 

synthesized earnings value could change the annual value calculation at the extensive margin (e.g., making someone 

who had all zeros in the GSF have one positive earnings month in the SSB). Because modeling was done in levels, it 

is possible that the SSB correctly matches the overall frequency of missing or zero earnings but does not correctly 
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Finally, we want to stress a caveat that relates to how we discuss and think about accuracy 

in this paper. Throughout the paper we infer accuracy based on the tendency of results from the 

SSB to replicate results from the GSF. Implicit in this characterization is the assumption that results 

derived from the confidential data are the “truth” (or full/maximum accuracy). This assumption is 

correct if the confidential data have no error. But we know that both survey and administrative 

data already contain errors, including coverage error, item non-response error, and measurement 

error (Abowd and Stinson, 2013; Meyer et al., 2015; Meyer and Mittag, 2020). These errors can 

impact important statistics (Bee and Mitchell, 2017; Meyer and Mittag, 2019; Meyer et al., 2020). 

Because survey and administrative data already contain error, differences between the GSF and 

SSB do not necessarily correspond directly to accuracy loss (or improvements in privacy). We are 

fine with this flawed characterization of accuracy for now, because very little is known about what 

synthetic data are capable of in terms of replicating a wide range of socioeconomic relationships. 

Our findings could therefore be seen as under-estimating accuracy in the SSB in the sense that we 

implicitly attribute any and all differences between the GSF and SSB to deviations from the “truth” 

even though we know the GSF already suffers from inaccuracies due to other sources of error.  

 

5. Conclusion 

It is increasingly difficult for data providers to protect the privacy of survey respondents 

due to the growing availability of public datasets, computing resources, and advanced statistical 

methods that collectively lead to rising risks of reconstruction and reidentification attacks. 

Synthetic data provide external researchers a chance to conduct a wide variety of analyses on 

microdata while still satisfying the legal objective of protecting privacy of survey respondents. 

Synthetic data can be used in conjunction with a validation option so that researchers can receive 

results based on confidential data without ever accessing the confidential data themselves. 

Validation is costly in terms of resources, time, and privacy leakage; these costs affect the 

data provider, data user, and the individuals who appear in the data. It is therefore important to 

understand how well the synthetic data replicate results estimated using the confidential data. Little 

is known about the strengths and weaknesses of synthetic data in terms of what types of analyses 

 
match the tendency of zeros to persist over time for particular individuals who are unemployed or out of the labor 

force. This explanation is consistent with the missing data pattern, where annual SIPP earnings was missing if any 

monthly earnings value was missing. In that case, the SSB and GSF rates were nearly identical. 
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or statistical methods are most likely to produce similar results to those based on the confidential 

data. We begin to fill in this gap by studying how the results from socioeconomic empirical 

analyses differ between an internal, confidential product of the U.S. Census Bureau (the SIPP 

GSF) and its synthetic equivalent (the SSB). 

We find that the SSB does a good job replicating many results estimated using the GSF – 

including descriptive statistics, time trends in national statistics, and coefficient estimates from 

regression analyses. The SSB performs best in terms of replicating results from the GSF when our 

analysis involves only variables modeled from the GSF and when using methods that are less 

sensitive to outliers. The relative performance of the SSB noticeably declines when our analysis 

relies on merged external data or within-person variation in earnings. Overall, there is a strong 

association between the GSF and SSB results. Even when the SSB magnitudes and confidence 

intervals differ meaningfully from the GSF, the SSB still often delivers the same statistical 

conclusion in terms of sign and significance. 

Two big picture considerations for synthetic data are that there is no universal standard for 

the concept of usefulness, and a synthetic model or process cannot cover or address every potential 

use case. With the caveat that the accuracy findings of the present paper are limited to the similarity 

between the SSB and the GSF, we can still make some general takeaways from our SSB experience 

that also relate to the aforementioned broad considerations. First, modeling decisions inherently 

prioritize particular use cases, and feedback from data users is mutually beneficial. What is 

“useful” or “accurate” to one use case or research team will not be considered so for a different 

use case or research team. Having a feedback loop can help determine which cases work best with 

a given synthetic model or process and possibly which use cases are worth prioritizing. Second, 

validation and/or verification are important complements to synthetic data. For a given level of 

privacy protection, synthetic data can only be so accurate, and it will be difficult if not impossible 

to provide accurate results for all use cases. Finally, the science for generating and evaluating 

synthetic data has advanced in the years since the SSB was first developed and is still evolving. 

Synthetic data are only as good as the models used to create it. Lots of decisions go into producing 

synthetic data. While regression-based synthetic models using sequential regression multiple 

imputation (SRMI) were at the frontier of the science for creating synthetic data when the SSB 

was first created in 2003, newer synthetic data methods such as non-parametric classification and 

regression trees (CART) and machine learning are easier to implement and can generate more 
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accurate synthetic data (Drechsler and Reiter, 2011; Reiter, 2005; Reiter and Kinney, 2012). Given 

the improvements in synthetic data modeling since the creation of the SSB and our strict approach 

to characterizing accuracy, we essentially see our findings as a lower bound for the accuracy level 

that future synthetic data releases can attain.  

In future work we aim to build on this paper by continuing to study the usability of synthetic 

data for different applications and estimation methods common in empirical research. We plan to 

perform similar analyses on synthetic data generated using classification and regression trees. We 

also plan to study the amount and effect of synthesis error relative to other sources of error in 

survey and administrative data. 
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Figures and Tables 

 

Figure 1: Self-Reported and Administrative Earnings Distributions 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows a kernel density estimation (KDE) plot of the density for SIPP and DER earnings in the 

original (GSF) and synthetic (SSB) data. The sample consists of all person-year observations during which both DER 

and SIPP earnings are observed and are positive. Monthly SIPP earnings are summed the annual level and only counted 

as non-missing if all 12 months were non-missing. The top and bottom five percent of earnings observations were 

trimmed for each earnings measure (DER or SIPP) and data source (GSF or SSB). Additional details in Section 3.1.1. 
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Figure 2: Earnings Differences Across Data Sets and Sources 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows the average person-level difference between SIPP and DER earnings (SIPP minus DER) in 

each decile of DER earnings for the original (GSF) and synthetic (SSB) data. The sample consists of all person-year 

observations during which both DER and SIPP earnings are observed and are positive. Monthly SIPP earnings are 

summed the annual level and only counted as non-missing if all 12 months were non-missing. Additional details in 

Section 3.1.1. 
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Figure 3: Distribution of Earnings Differences Across Data Sets and Sources 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows a histogram of the difference between SIPP and DER earnings (SIPP minus DER) for the 

original (GSF) and synthetic (SSB) data. The differences are binned into bin sizes of $1,000, except the “0” bin which 

ranges from -$1,000 to $1,000. The tail bins, “-10” and “10”, correspond to -$10,000+ and $10,000+. The sample 

consists of all person-year observations during which both DER and SIPP earnings are observed and are positive. 

Monthly SIPP earnings are summed the annual level and only counted as non-missing if all 12 months were non-

missing. Additional details in Section 3.1.1. 
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Figure 4: Mean Earnings by Data Source and Data Set – Full Sample 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows mean real earnings for assorted demographic groups. The bars represent different data sets 

(SSB or GSF) and earnings data sources (SIPP or DER). The “full” sample consists of individuals in the respective 

data set who have non-missing earnings values in both the DER and SIPP. Additional details in Section 3.1.1. 

 

Figure 5: Median Earnings by Data Source and Data Set – Full Sample 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows median real earnings for assorted demographic groups. The bars represent different data sets 

(SSB or GSF) and earnings data sources (SIPP or DER). The “full” sample consists of individuals in the respective 

data set who have non-missing earnings values in both the DER and SIPP. Additional details in Section 3.1.1. 
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Figure 6: Mean Earnings by Data Source and Data Set– Positive Earners 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows mean real earnings for assorted demographic groups. The bars represent different data sets 

(SSB or GSF) and earnings data sources (SIPP or DER). The “full” sample consists of individuals in the respective 

data set who have positive (i.e., greater than zero) earnings values in both the DER and SIPP. Additional details in 

Section 3.1.1. 

Figure 7: Median Earnings by Data Source and Data Set– Positive Earners 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows median real earnings for assorted demographic groups. The bars represent different data sets 

(SSB or GSF) and earnings data sources (SIPP or DER). The “full” sample consists of individuals in the respective 

data set who have positive (i.e., greater than zero) earnings values in both the DER and SIPP. Additional details in 

Section 3.1.1. 
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Figure 8: Earnings Ratios Between Administrative Records and Survey Responses 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows average earnings ratios (i.e., quotients) between DER earnings values and SIPP earnings 

values for assorted demographic groups. The bars represent different data sets (SSB or GSF) and statistics (mean or 

median). The “full” sample consists of individuals in the respective data set who have positive (i.e., greater than zero) 

earnings values in both the DER and SIPP. Additional details in Section 3.1.1. 

Figure 9: Earnings Differences Between Administrative Records and Survey Responses 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure shows average or median absolute earnings differences between DER earnings values and SIPP 

earnings values for assorted demographic groups. The bars represent different data sets (SSB or GSF) and statistics 

(mean or median). The “full” sample consists of individuals in the respective data set who have positive (i.e., greater 

than zero) earnings values in both the DER and SIPP. Additional details in Section 3.1.1. 
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Figure 10: Comparison of Positive Earnings Values Across Data Sets and Sources 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195 

Notes: The figure shows comparisons of proportions of records with positive or non-positive and non-missing earnings 

values for assorted demographic groups. The bars represent different data sets (SSB or GSF) and earning value 

combinations. The “full” sample here consists of individuals in the respective data set who have non-missing earnings 

values in both the DER and SIPP. Additional details in Section 3.1.2. 

 

Figure 11: Comparison of Records with Non-Positive Earnings Across Data Sources 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-285. 

Notes: The figure shows the proportion of records with non-positive and non-missing DER earnings in assorted years. 

The “full” sample here consists of all individuals in the respective data set. Additional details in Section 3.1.2. 
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Figure 12: College Wage Premium Estimates Comparing Data Sets 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure plots the regression-adjusted college wage premium across SIPP panels. Four different versions of 

the regression are estimated based on the different earnings measure (SIPP/DER) and data source (GSF/SSB). The 

regression adjusts for highest education level, sex, race, age-quartic, Hispanic status, and limits to ages 25-54. The 

figure plots the ‘college’ coefficient (reference group = ‘high school’) by SIPP panel. The sample is the “positive 

earners sample” described in Section 3. Additional details in Section 3.2.3. 
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Figure 13: Lifecycle Earnings Trends Comparing Data Sets 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure plots the lifecycle-earnings profile. Four different versions of the regression are estimated based on 

the different earnings measure (SIPP/DER) and data source (GSF/SSB). The figure plots the coefficient for age 

indicators without any covariates. All SIPP panels are pooled together. The sample is the “positive earners sample” 

described in Section 3. Additional details in Section 3.2.3. 
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Figure 14: Gender Wage Gap Trends Comparing Data Sets 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure plots the regression-adjusted gender wage gap across SIPP panels. Four different versions of the 

regression are estimated based on the different earnings measure (SIPP/DER) and data source (GSF/SSB). The 

regression adjusts for highest education level, sex, race, age-quadratic, Hispanic status, and limits to ages 25-54. The 

figure plots the ‘Female’ coefficient by SIPP panel. The sample is the “positive earners sample” described in Section 

3. Additional details in Section 3.2.3. 

 

 

 

 

 

 

 

 



47 
 

Figure 15: Black-White Wage Gap Trends Comparing Data Sets 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure plots the regression-adjusted Black-White wage gap across SIPP panels. Four different versions of 

the regression are estimated based on the different earnings measure (SIPP/DER) and data source (GSF/SSB). The 

regression adjusts for highest education level, sex, race, age-quadratic, Hispanic status, state, and limits to ages 25-

54. The figure plots the ‘Black’ coefficient by SIPP panel. The sample is the “positive earners sample” described in 

Section 3. Additional details in Section 3.2.3. 
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Figure 16: Estimated Effects of SSDI Application Status on Likelihood of Positive Earnings 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number CBDRB-FY23-CED009-0001 

Notes: The solid lines represent GSF estimates, and the dotted lines represent SSB estimates. N for SSB is 4,167,000 

and N for GSF is 4,740,000. Analytical sample includes individuals aged 30 through 61 in the SIPP GSF who applied 

for SSDI benefits or never applied for SSDI benefits and had non-missing disability information and no indication of 

a work-limiting or work-preventing health condition. Further, the 1984 panel was dropped in the interest of having 

sufficient pre-SIPP DER observations. The dependent variable is a binary indicator for positive DER earnings. The 

independent variables of interest are interactions between categorical indicators for receiving SSDI application history 

and relative year indicators. The SSDI categories are “SSDI Benefits App 1” (received SSDI benefits on first 

application), “SSDI Benefits Not App 1” (received SSDI benefits but not on the first application), “SSDI Rejected 

Applied Once” (applied for SSDI once and did not receive benefits), and “SSDI Rejected Applied Multiple” (applied 

for SSDI multiple times but never received benefits). The baseline group are non-disabled individuals defined as 

persons in the SIPP GSF who never applied for SSDI and have non-missing work disability information in both the 

SIPP data and administrative records with no indication of a work-limiting or work-preventing health condition. The 

relative year dummies are based on the disability onset year indicated on the first SSDI application. Individual fixed 

effects and calendar year dummy variables were included in the model as were variables for age, age squared, and a 

binary time-variant indicator for married. Standard errors are clustered are the person level. All reported estimates are 

statistically significant at the 5% level; statistically insignificant estimates are depicted as blanks in the figure. See 

section 3.2.6 for additional details. 
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Figure 17: Distributions of Wife’s Earnings Share Across Data Sets and Sources 

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The figure plots the share of household income that is earned by the wife. Four different versions of the 

regression are estimated based on the different earnings measure (SIPP/DER) and data source (GSF/SSB). The figure 

also plots a discontinuous density estimator with the discontinuity at 0.5. The sample includes all couples from the 

2008 SIPP panel in which both spouses have positive earnings in 2009 for the given measure. Additional details in 

Section 3.2.8. 
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Figure 18: Scatter Plot of GSF and SSB Results  

 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY19-CED001-B0014, CBDRB-FY19-CED001-B0025, 

CBDRB-FY20-CED001-B0003, CBDRB-FY21-CED002-B0003, CBDRB-FY21-195, CBDRB-FY21-285, and 

CBDRB-FY23-CED009-0001. 

Notes: The right figure plots the GSF versus SSB results for the regression-based results in the paper. The left figure 

plots the remaining statistics in the paper (e.g., means, medians, ratios, and counts). The earnings distributions (Figure 

1) and relative earnings within couples (Figure 17) are excluded because we only released the figures themselves and 

not the underlying statistics. We also excluded the model-based results in the paper that do not also report a standard 

error or confidence interval (Figures 12-16) so that the model-based scatterplot is directly comparable to the model-

based inference summary we performed in Table 14. 
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Table 1: Moments for the Standard Deviation of Within-Person Earnings 

 (1) (2) (3) (4) (5) (6) 

 Mean P10 P25 P50 P75 P90 

GSF 12,540 1,760 4,160 7,820 13,450 21,690 

SSB 25,930 2,590 6,510 11,110 17,780 29,480 

 

Source; CBDRB-FY23-CED009-0001 

Notes: This table shows moments for the distribution of the standard deviation of within-person earnings using the 

Detailed Earnings Record (DER). To be specific, standard deviations in real earnings were calculated for each person 

in the sample, and then one observation is kept per person. The samples consist of individuals aged 30 through 61 

who had at least three earnings observations in the data set. The 1984 SIPP panel was excluded. There were 390,000 

individuals in the SSB sample and 378,000 individuals in the GSF sample. 
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Table 2: Predictors of Missing Earnings 

  (1) (2) (3) (4) 

 GSF SSB 

  Missing SIPP  

Earnings 

Missing DER  

Earnings 

Missing SIPP  

Earnings 

Missing DER  

Earnings 
Age -0.002409*** -0.0005*** -0.0036*** -0.0001 

 (0.0001578) (0.0001) (0.0002) (0.0001) 

Age Squared 0.00002458*** 0.000001 0.00003*** -0.000004*** 

 (0.000002) (0.0000001) (0.000001) (0.000001) 

Male 0.01018*** -0.0037*** 0.0101*** -0.0023 

 (0.000865) (0.0013) (0.0011) (0.0020) 

Black 0.0133*** 0.0432*** 0.0170*** 0.0405*** 

 (0.001597) (0.001286) (0.0019) (0.0036) 

Other Race 0.03713*** 0.01821*** 0.0380*** 0.0238*** 

 (0.002405) (0.003812) (0.0030) (0.0055) 

Less than HS -0.03625*** -0.007418*** -0.0282*** -0.0141** 

 (0.001327) (0.002012) (0.0020) (0.0045) 

Hispanic 0.008784*** 0.02552*** 0.0143*** 0.0586*** 

 (0.001907) (0.003079) (0.0023) (0.0046) 

Foreign Born -0.006737*** 0.06034*** -0.0119*** 0.0755*** 

 (0.001831) (0.003161) (0.0028) (0.0070) 

Some College 0.0007907 -0.0202*** -0.0100*** -0.0354*** 

 (0.001139) (0.001653) (0.0017) (0.0027) 

Bachelor's -0.006153*** -0.01988*** -0.0230*** -0.0475*** 

 (0.001425) (0.001997) (0.0026) (0.0049) 

Graduate -0.0100*** -0.02444*** -0.0284*** -0.0675*** 

 (0.001819) (0.002461) (0.0024) (0.0032) 

Married -0.05152*** -0.01184*** 0.0081*** -0.0096*** 

 (0.001072) (0.001343) (0.0012) (0.0014) 

Any Children -0.01363*** -0.03092*** -0.0193*** -0.0203*** 

 (0.001142) (0.00143) (0.0015) (0.0026) 

Midwest 0.01284*** -0.007935*** 0.0114*** 0.0025 

 (0.001428) (0.001923) (0.0018) (0.0023) 

South 0.01144*** 0.001291 0.0122*** 0.0019 

 (0.001356) (0.00188) (0.0017) (0.0027) 

West 0.01463*** 0.003777* 0.0059*** -0.0002 

 (0.001447) (0.002157) (0.0020) (0.0026) 

Observations 12,140,000 8,655,000 9,514,000 6,733,000 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-285. 

Notes: The outcome variable is equal to 1 if earnings are missing and 0 otherwise. The independent variables are listed 

in the table. The sample for the SIPP columns is all person-month observations for individuals age 15 and older. The 

sample for the DER columns is all person-year observations for individuals age 15 and older. Standard errors, shown 

in parentheses, are clustered at the person level. Statistical significance is as follows: one-percent=***, five-

percent=**, and ten-percent=*. Additional details in Section 3.2.1. 
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Table 3: Mincer Model Regression Results 

 (1) (2) (3) (4) 

 GSF SSB 

  Log SIPP  

Earnings 

Log DER  

Earnings 

Log SIPP  

Earnings 

Log DER  

Earnings 
Age 0.095*** 0.1025*** 0.0737*** 0.0881*** 

 (0.0015) (0.0017) (0.0044) (0.0083) 

Age Squared -0.0009*** -0.0011*** -0.0008*** -0.001*** 

 (0.00009) (0.00002) (0.00005) (0.00002) 

High School Degree 0.3379*** 0.3237*** 0.3895*** 0.4015*** 

 (0.0071) (0.008) (0.0107) (0.0134) 

Some College 0.5309*** 0.515*** 0.6028*** 0.6514*** 

 (0.0072) (0.0081) (0.0133) (0.0201) 

College Degree 0.8922*** 0.8816*** 1.070*** 1.119*** 

 (0.0077) (0.0087) (0.0228) (0.0247) 

Advanced Degree 1.177*** 1.189*** 1.460*** 1.508*** 

 (0.0087) (0.00099) (0.0125) (0.0238) 

Male 0.5566*** 0.5549*** 0.4786*** 0.472*** 

 (0.0037) (0.0042) (0.0269) (0.0408) 

Non-White -0.1176*** -0.084*** -0.1537*** -0.1176*** 

 (0.0045) (0.0051) (0.0075) (0.0045) 

Observations 382,000 382,000 372,000 372,000 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195. 

Notes: The table shows coefficient estimates and standard errors from a Mincer-style regression analysis. The samples 

consist of individuals with positive earnings who are under age 65 but at least 25 years old. The model covariates are 

age, age squared, and binary/categorical indicators for sex, white non-Hispanic, education, and year. Standard errors 

are clustered by individual. Statistical significance is as follows: one-percent=***, five-percent=**, and ten-

percent=*. Additional details in Section 3.2.2. 
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Table 4: Returns to Schooling Regression Results 

 (1) (2) (3) (4) 

 GSF SSB 

  OLS 2SLS OLS 2SLS 

Panel A: SIPP Earnings 

Years of School 0.1156*** 0.2208*** 0.1360*** 0.1211 

 (0.0008) (0.0751) (0.0012) (0.5458) 

Observations 126,000 126,000 118,000 118,000 

Panel B: DER Earnings 

Years of School 0.1246*** 0.2251** 0.1600*** 0.1162 

 (0.0010) (0.0916) (0.0017) (0.6691) 

Observations 126,000 126,000 118,000 118,000 
 Panel C: 2SLS First Stage 

Birth Quarter = 2  0.0697***  0.0046 

  (0.0178)  (0.0193) 

Birth Quarter = 3  0.0217  0.0013 

  (0.0173)  (0.0183) 

Birth Quarter = 4  0.0413**  -0.0047 

  (0.0175)  (0.0194) 

Age  0.1263***  0.1206*** 

  (0.0075)  (0.0164) 

Age Squared  -0.0015***  -0.0014*** 

  (0.0001)  (0.0002) 

Observations  126,000  118,000 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY21-195, CBDRB-FY23-CED009-0001. 

Notes: The table reports regression results for log earnings on years of schooling and other covariates. Two-stage least 

squares (2SLS) estimates are based on quarter of birth as an instrumental variable (Angrist and Krueger, 1991). The 

covariates include age, age-squared, state fixed effects, and year fixed effects. The sample is the “positive earners” 

sample described in the main text, further limited to non-Hispanic White males age 25-54 with at least 30 weeks 

worked in calendar year and individuals without missing covariates. Robust standard errors are reported in 

parentheses. Statistical significance is as follows: one-percent=***, five-percent=**, and ten-percent=*. Additional 

details in Section 3.2.4. 
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Table 5: Kejriwal, Li, Totty (2020) Table 3 Replication 

  (1) (2) (3) (4) (5) 

 Cross-Section Panel 

  OLS 2SLS OLS OLS 2SLS 

Panel A: GSF 

Years of School 0.092*** 0.134*** 0.077*** 0.105*** 0.127*** 

 (0.004) (0.025) (0.005) (0.003) (0.016) 

Observations 3,600 3,600 123,000 123,000 123,000 

Panel B: SSB 

Years of School 0.070*** 0.058 0.042*** 0.093*** 0.021 

 (0.006) (0.037) (0.005) (0.004) (0.026) 

Observations 3,700 3,700 125,000 125,000 125,000 

      

Age & Age-Squared Yes Yes Yes Yes Yes 

Person Fixed Effects   Yes No No 

Year Fixed Effects     No Yes Yes 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval numbers: CBDRB-FY19-CED001-B0014, CBDRB-FY19-CED001-B0025. 

Notes: Panel A reproduces the results in Table 3 of Kejriwal et al. (2020). Panel B replicates their analysis on the SSB 

instead of the GSF. The columns show cross-section and panel data evidence on the returns to schooling. 2SLS results 

are based on quarter-of-birth interacted with year-of-birth as the instrumental variable. Standard errors, shown in 

parentheses, are robust for the cross-section results and clustered at the person level for the panel data results. 

Statistical significance is as follows: one-percent=***, five-percent=**, and ten-percent=*. Additional details in 

Section 3.2.4. 
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Table 6: Kejriwal, Li, Totty (2020) Table 4 Replication 

  (1) (2) (3) (4) (5) (6) 

  IFE IFE CCEP CCEP CCEP-2 CCEP-2 

Panel A: GSF 

Years of School 0.020*** 0.026** 0.038*** 0.037*** 0.023*** 0.024*** 

 (0.003) (0.003) (0.004) (0.006) (0.004) (0.004) 

Observations 123,000 123,000 123,000 123,000 123,000 123,000 

Panel B: SSB 

Years of School 0.001 -0.0004 -0.0003 0.024** 0.003 -0.002 

 (0.003) (0.003) (0.006) (0.011) (0.004) (0.004) 

Observations 125,000 125,000 125,000 125,000 125,000 125,000 

       

Age & Age-Squared Yes Yes Yes Yes Yes Yes 

Person Fixed Effects Yes No Yes No Yes No 

Year Fixed Effects No Yes No Yes No Yes 

Interactive Fixed Effects Yes Yes Yes Yes Yes Yes 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval numbers: CBDRB-FY19-CED001-B0014, CBDRB-FY19-CED001-B0025. 

Notes: Panel A reproduces the results in Table 4 of Kejriwal et al. (2020). Panel B replicates their analysis on the SSB 

instead of the GSF. IFE corresponds to the Interactive Fixed Effects estimator from Bai (2009), CCE to the Common 

Correlated Effects estimator in Pesaran (2006), and CCEP-2 to a combination of the two described in Kejriwal et al. 

(2020). Standard errors, shown in parentheses, are clustered at the person level. Statistical significance is as follows: 

one-percent=***, five-percent=**, and ten-percent=*. Additional details in Section 3.2.4. 
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Table 7: Kejriwal, Li, Totty (2020) Table 5 Replication 

  (1) (2) (3) (4) 

  OLSMG IFEMG CCEMG CCEMG-2 

Panel A: GSF 

Years of School 0.078*** 0.028*** 0.044*** 0.041*** 

 (0.006) (0.003) (0.006) (0.006) 

Observations 123,000 123,000 123,000 123,000 

Panel B: SSB 

Years of School -0.022*** -0.010 -0.004 0.009 

 (0.006) (0.006) (0.008) (0.007) 

Observations 125,000 125,000 125,000 125,000 

     

Age & Age-Squared Yes Yes Yes Yes 

Person Fixed Effects Yes Yes Yes Yes 

Interactive Fixed Effects Yes Yes Yes Yes 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval numbers: CBDRB-FY19-CED001-B0014, CBDRB-FY19-CED001-B0025. 

Notes: Panel A reproduces the results in Table 5 of Kejriwal et al. (2020). Panel B replicates their analysis on the SSB 

instead of the GSF. OLSMG, IFEMG, CCEMG, and CCEMG-2 correspond to mean group (MG) version of the OLS, 

IFE, CCE, and CCE-2 estimators. The MG estimators allow for heterogeneous coefficients by estimating person-level 

regressions. Standard errors, shown in parentheses, are clustered at the person level. Statistical significance is as 

follows: one-percent=***, five-percent=**, and ten-percent=*. Additional details in Section 3.2.4. 
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Table 8: Vietnam War Draft Lottery and Civilian Earnings 

 (1) (2) 

  GSF SSB 

Draft Eligible x Post -0.1143*** -0.1165*** 

 (0.0110) (0.0144) 

Observations 369,000 378,000 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY23-CED009-0001. 

Notes: The table reports difference-in-differences regression results for log earnings on Vietnam War draft lottery 

selection and other covariates. The outcome variable is individual-level annual earnings in the SSA’s SER from 1960-

1979. The sample is limited to white males born during 1944-1952. “Draft eligible” is an indicator for individuals 

who were randomly selected as “draft eligible” based on their birth date during the Vietnam War draft lotteries that 

occurred in 1970, 1971, and 1972. “Post” is an indicator for years after an individual’s draft lottery year. The covariates 

are person fixed effects, birth year fixed effects, and year fixed effects. Robust standard errors are reported in 

parentheses. Statistical significance is as follows: one-percent=***, five-percent=**, and ten-percent=*. Additional 

details in Section 3.2.5. 

 

Table 9: Estimated Effect of SSDI Benefits Receipt on Likelihood of Positive Earnings 

 (1) (2) 

 GSF SSB 

SSDI Benefits x Post 

Disability Onset 

-0.2822*** 

(0.004223) 

-0.02096*** 

(0.004908) 

   

Observations 917,000 1,372,000 
Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number CBDRB-FY23-CED009-0001. 

Notes: N for SSB is 4,167,000 and N for GSF is 4,740,000. Analytical sample includes individuals aged 30 through 

61 in the SIPP GSF who applied for SSDI benefits. Further, the 1984 panel was dropped in the interest of having 

sufficient pre-SIPP DER observations. The dependent variable is a binary indicator for positive DER earnings. The 

independent variable of interest is the interaction between a binary indicator for receiving SSDI benefits and a binary 

indicator for post disability onset where disability onset is based on the date of onset from the individual’s first SSDI 

application. Individual fixed effects and calendar year dummy variables were included in the model as were variables 

for age, age squared, and a binary time-variant indicator for married. Robust standard errors are reported in 

parentheses. Statistical significance is as follows: one-percent=***, five-percent=**, and ten-percent=*. See section 

3.2.6 for additional details. 
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Table 10: Minimum Wages, Wages, and Employment for Teens 

 (1) (2) (3) (4) 

 GSF SSB 

  Log Wage Employed Log Wage Employed 

Panel A: SIPP Earnings 

Log Minimum Wage 0.4201*** -0.0406 -0.0561 -0.0110 

 (0.0853) (0.0814) (0.1721) (0.0720) 

 31000 46500 32875 46000 

Panel B: DER Earnings 

Log Minimum Wage 0.3229* -0.0462 -0.3330 0.0013 

 (0.1815) (0.0497) (0.2903) (0.0861) 

 29500 46500 28750 46000 

     
State Fixed Effects Yes Yes Yes Yes 

Year Fixed Effects Yes Yes Yes Yes 

State Linear Trends Yes Yes Yes Yes 

Census Division x Year Effects Yes Yes Yes Yes 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval numbers: CBDRB-FY21-195. 

Notes: The table reports regression results for employment on the log value of the minimum wage and other covariates. 

Employment is measured as an indicator for having positive earnings. The covariates include state-year unemployment 

rate, state-year population, sex, race, Hispanic status, highest education level, and age indicators. The sample is the 

“full sample” described in the text, further limited to teens ages 16-19 without any missing covariates. Standard errors, 

are shown in parentheses, are clustered at the state level. Statistical significance is as follows: one-percent=***, five-

percent=**, and ten-percent=*. Additional details in Section 3.2.7. 
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Table 11: Hampton and Totty (2021) Tables 2-3 Replication 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau Disclosure Review Board approval number: CBDRB-

FY20-CED001-B0003. 

Notes: Panel A reproduces the results in Table 2 and Table 3 of Hampton and Totty (2021). Panel B replicates their analysis on the SSB instead of the GSF. The 

dependent variable in columns (1)-(3) is an indicator for positive DER earnings. The dependent variables in columns (4)-(9) are indicators for part-time or full-

time employment based on the amount of the person’s DER earnings relative to their lifetime highest earning year. See Hampton and Totty (2021) for more details. 

Standard errors, shown in parentheses, are clustered at the state level. Statistical significance is as follows: one-percent=***, five-percent=**, and ten-percent=*. 

Additional details in Section 3.2.7. 

 

 

 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) 

  Employed (Has DER Earnings) Part-Time Employed Full-Time Employed 

Panel A: GSF 

Log Minimum Wage 0.214*** 0.175*** 0.151*** 0.207** 0.160** 0.112* 0.106 0.113* 0.111* 

 (0.065) (0.065) (0.043) (0.085) (0.076) (0.066) (0.090) (0.068) (0.064) 

Observations 27,000 27,000 27,000 27,000 27,000 27,000 27,000 27,000 27,000 

Panel B: SSB 

Log Minimum Wage 0.141* 0.121 -0.022 0.071 0.065 0.007 0.111 0.108 0.028 

 (0.080) (0.075) (0.055) (0.054) (0.053) (0.042) (0.067) (0.063) (0.050) 

Observations 51,000 51,000 51,000 51,000 51,000 51,000 51,000 51,000 51,000 

          

State, Age, and Year Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Covariates No Yes Yes No Yes Yes No Yes Yes 

Person Fixed Effects No No Yes No No Yes No No Yes 
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Table 12: Hampton and Totty (2021) Table 4 Replication 

  (1) (2) (3) (4) 

  Partial Exit Hazard Full Exit Hazard 

Panel A: GSF 

Log Minimum Wage -0.0233 -0.0247 -0.0641** -0.0512* 

 (0.0247) (0.0225) (0.0274) (0.0303) 

Observations 14,500 14,500 14,500 14,500 

Panel B: SSB 

Log Minimum Wage 0.014 0.011 -0.021 -0.016 

 (0.023) (0.023) (0.026) (0.027) 

Observations 99,000 99,000 99,000 99,000 

     

State, Age, and Year Fixed Effects Yes Yes Yes Yes 

Covariates No Yes No Yes 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY201-CED002-B0003. 

Notes: Panel A reproduces the results in Table 4 of Hampton and Totty (2021). Panel B replicates their analysis on 

the SSB instead of the GSF. The dependent variable is an indicator that permanently changes from 0 to 1 when a 

person’s earnings permanently fall below a person-specific threshold. See Hampton and Totty (2021) for more details. 

Standard errors, shown in parentheses, are clustered at the state level. Statistical significance is as follows: one-

percent=***, five-percent=**, and ten-percent=*. Additional details in Section 3.2.7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



62 
 

Table 13: Hampton and Totty (2021) Tables 5 Replication 

  (1) (2) 

  Claimed Hazard 

Panel A: GSF 

Log Minimum Wage -0.0351** -0.0380*** 

 (0.0151) (0.0139) 

Month of FRA  0.515*** 

  (0.0240) 

Observations 68,500 68,500 

Panel B: SSB 

Log Minimum Wage 0.001 0.001 

 (0.007) (0.007) 

Month of FRA  0.0851*** 

  (0.009) 

Observations 206,000 206,000 

   

State, Age, and Year Fixed Effects Yes Yes 

Covariates No Yes 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY20-CED001-B0003 

Notes: Panel A reproduces the results in Table 4 of Hampton and Totty (2021). Panel B replicates their analysis on 

the SSB instead of the GSF. The dependent variable is an indicator that permanently changes from 0 to 1 when an 

individual first receives Social Security retirement benefits. See Hampton and Totty (2021) for more details. Standard 

errors, shown in parentheses, are clustered at the state level. Statistical significance is as follows: one-percent=***, 

five-percent=**, and ten-percent=*. Additional details in Section 3.2.7. 
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Table 14: SSB versus GSF Inference Comparison 

 (1) (2) 

Panel A: Confidence Interval Comparison 

  GSF CI average length  0.069 

  SSB CI average length  0.129 

  Average proportion of GSF CI overlapped by SSB CI  0.331 

  Proportion of GSF estimates that lie within SSB CI  0.351 

   

Panel B: Statistical Conclusion Comparison Count Percent 

  (1) Same sign and significance 56 59.57% 

  (2) Same sign, change significance 18 19.15% 

  (3) Change sign, neither significant 3 3.19% 

  (4) Change sign and significance 15 15.96% 

  (5) Change sign, both significant 2 2.13% 

  Total 94 100% 

   

  Same sign [(1) + (2)]:  78.72% 

  Same statistical conclusion [(1) + (3)]:  62.67% 

  Opposite statistical conclusion (5)  2.13% 

Source: U.S. Census Bureau Gold Standard File (GSF) and SIPP Synthetic Beta (SSB). U.S. Census Bureau 

Disclosure Review Board approval number: CBDRB-FY19-CED001-B0014, CBDRB-FY19-CED001-B0025, 

CBDRB-FY20-CED001-B0003, CBDRB-FY21-CED002-B0003, CBDRB-FY21-195, CBDRB-FY21-285, and 

CBDRB-FY23-CED009-0001. 

Notes: The comparison includes all regression-based results in the paper except for those that do not report a standard 

error or confidence interval (Figures 12-16). 

 


