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“Education then, beyond all other devices of human origin, is a great equalizer of the conditions of men – the balance wheel of the social machinery.”

Horace Mann, pioneering American educator, 1848

“In America, education is still the great equalizer.”
Arne Duncan, U.S. Secretary of Education, 2011

1. Introduction

Children born to richer parents are more likely to achieve economic success in adulthood (Jencks 1979; Solon 1999; Almond and Currie 2011). Education is considered by many to be the “great equalizer” and education policy a tool to “level the playing field,” ensuring that kids from different backgrounds have similar opportunities for success. Others contend that, while education may reduce poverty, it might be less effective in promoting mobility because children born to richer parents or with higher ability have higher returns to schooling (Cameron and Heckman 2001) and consequently will choose to invest more in education.

This paper investigates whether education weakens the relationship between early-life advantages and later-life socioeconomic status (SES). Using UK Biobank data for over 212,000 individuals, we examine how these relationships were affected by a compulsory schooling change that generated exogenous variation in schooling.

We consider early-life environmental advantages at the family and at the neighborhood level: being born in a smaller family\(^2\) and in a neighborhood with higher average education\(^3\). We also consider the genes that one inherits as individual-level advantages. Using genetic data, we construct a polygenic index (PGI) for educational attainment (EA), which has been shown to predict a host of SES outcomes (Lee et al. 2018; Belsky et al. 2018). Because of Mendelian inheritance, one’s PGI is randomly assigned conditional on the PGI of the parents. We exploit this variation to study a gene-by-environment interaction: how a compulsory schooling change can modify how much of an advantage is conferred by one’s luck in the “genetic lottery” (Kweon et al. 2020; Carvalho 2022).

\(^2\) Following the large empirical literature on the trade-off between quantity and quality of children (e.g. Steelman et al. 2002, Chan et al. 2019).

\(^3\) More specifically, the fraction of the adult population in the respondent’s birth town around her birth date who stayed in school until at least age 15. Recent work shows that the quality of the neighborhood in which a child grows up affects her later-life SES (e.g. Chetty et al. 2016; Chetty and Hendren 2018a, 2018b).
Consistent with the literature on the importance of initial endowments (e.g., Lee et al. 2018; Black et al. 2005; Mogstad and Wiswall 2016; Chetty and Hendren 2018a, 2018b), our three proxies for early-life advantages are good predictors of education and economic success in adulthood. While each proxy is measured at a distinct level, it can capture in principal variation from the other levels (e.g., since genes are inherited from one’s parents, the PGI captures both individual-level and family-level advantages). However, the predictive power of each proxy is remarkably similar if we estimate a joint model where the three proxies are entered together, indicating that each proxy captures an independent dimension of disadvantage.

While these associations do not represent causal relationships (e.g., Kong et al. 2018; Angrist et al. 2010), each proxy is fixed early in life, suggesting that they potentially capture some early-life, causal factors (Rietveld et al. 2013; Okbay et al. 2016; Harden et al. 2020). Indeed, we exploit the random genetic variation mentioned above to show that the EA PGI itself has causal effects on SES outcomes.4

The compulsory schooling change we study, the Raising of the School Leaving Age (ROSLA) Order of 1972, increased the minimum age at which students in England, Scotland, and Wales could drop out of school from 15 to 16 years (Oreopoulos 2006; Clark and Royer 2013; Barcellos, Carvalho and Turley 2018, forthcoming). The reform only affected students born after September 1, 1957, generating a discontinuity in the relationship between education and date of birth that can be exploited using a regression discontinuity design. We use data from the UK Biobank to study the effects on schooling, income, and occupational wages 34-38 years after the reform. We estimate that an additional year of schooling increased occupational wages by 5% on average—comparable to previous estimates using the 1972 ROSLA (Grenet 2013).

The ROSLA was successful in reducing educational disparities. For example, those in the most disadvantaged tercile (hereafter, the bottom tercile) of the distribution of the EA PGI stayed on average 0.3 years more in school while it virtually had no effect on those in the most advantaged tercile (hereafter, the top tercile) – there is a similar pattern for the other two proxies for advantages. We find similar effects on education qualifications that are valued in the labor market (namely the CSE and O-Level examinations taken at age 16). These results suggest that the ROSLA effectively narrowed the gap in skills between children from different backgrounds.

---

4 This has been shown in previous studies (e.g., Belsky et al. 2018; Lee et al. 2018; Kweon et al. 2020).
However, these educational gains did not translate into reductions in economic disparities. The ROSLA did not narrow the wage gap between disadvantaged and advantaged children. We lay out a simple model that demonstrates that the reduced form effect of the ROSLA on the wage gap can be decomposed into two separate effects: the effect of the ROSLA on educational disparities (the “education effect”) and heterogeneity in the returns to schooling (the “returns effect”). The model clarifies that our first-stage results and reduced-form results on wages are consistent as long as children from advantageous backgrounds have higher returns to schooling. As expected, we estimate that an improvement in one standard deviation unit in any of our proxies increases the returns to schooling by 1.8 to 2.8 percentage points.

The lack of exogenous variation in our proxies for early-life advantages complicates the interpretation of the reduction in educational disparities caused by the ROSLA. In the case of the EA PGI, for example, individual differences in the index confound genetic differences with differences in socioeconomic background. As a consequence, the reduction in educational disparities conflates two effects of the compulsory schooling reform: (i) its effect on the causal relationship between genetics and education and (ii) its effect on the association between socioeconomic background and education. As an example of (i), the policy may have reduced educational disparities related to genetically-influenced differences in ability. As an example of (ii), the policy could have also forced students to stay in school who would have otherwise dropped out because of credit constraints. Compulsory schooling laws like the ROSLA aim to reduce (ii) but not necessarily (i).

Family-based genetic data give us a powerful tool to address this question. Exploiting family-based random genetic variation, we separately estimate (i) and (ii), using measures of education quantity (school-leaving age) and qualifications (CSE or O-Level) as educational outcomes. Our results show that the ROSLA weakened the relationship between education and one’s socioeconomic background, making the environmental conditions into which a child was born less important for her education. The policy also weakened the relationship between education and genetics, reducing the causal genetic effect. This illustrates how the effect of genetics on education is itself a function of the environment; even causal genetic effects are not fixed or unmodifiable.

Our paper makes a number of contributions. First, we bring together two distinct literatures: a literature in economics on childhood circumstances and adulthood SES (e.g. Almond et al. 2018) and a literature in social genomics on genotypes and later-life outcomes (Barth et al. 2020; Lee et
al. 2018; Belsky et al. 2018). We document that inheriting certain genes, being born into a smaller family, and in a higher-SES neighborhood capture independent dimensions of advantage. For economists, the EA PGI has a number of appealing characteristics as a proxy for advantage. Not only it is objectively measured, it is also determined at conception and invariant to environmental conditions. While the EA PGI may be correlated with one’s environment, we illustrate how it is possible to decompose it into individual-level genetic variation and variation in environmental conditions using the EA PGIs of parents (Domingue and Fletcher 2020; Young et al. 2020). More importantly, this individual-level genetic variation is random, providing a source of exogenous variation in early-life advantage.

Second, we study how differences in the quantity of schooling and in the returns to schooling separately contribute to intergenerational mobility. Previous work on the effects of education on intergenerational mobility was unable to separate the two because the educational reforms studied changed not only the quantity of education but also key elements of the educational system (Meghir and Palme 2005; Pekkarinen et al. 2009; Aakvik et al. 2010; Andreoli et al. 2020; Bertrand, Mogstad and Mountjoy 2020). Our results underlie the importance of making this distinction: in our context advantaged children have substantially higher returns to schooling, which may present a challenge to increasing mobility (Solon 2004).

Finally, to our knowledge, this is the first paper to combine quasi-random variation in environment with random genetic variation to study how genetics interacts with a key environmental factor – education – to shape economic success. Our findings speak to two distinct literatures in economics: (a) on the importance of genetic inheritance for the intergenerational transmission of SES (Bowles and Gintis 2002; Black et al. 2020; Sacerdote 2011; Fagereng et al. 2021) and (b) on gene-by-environment interactions (Papageorge and Thom 2020; Biroli and Zünd 2020; Biroli et al. 2022)\(^5\).

We advance the first literature (a) by showing that educational policy has the potential to affect the contribution of genetic inheritance for the intergenerational transmission of SES. Our work builds on studies in the second literature (b) which have furthered our understanding of how genes and environment interact by exploiting natural experiments (Schmitz and Conley 2016, 2017; Barcellos et al. 2018; Biroli and Zwyssig 2021) or by using within-family designs (Domingue and

---

\(^5\) There is a large literature in social genetics on gene-by-environment interactions (e.g., Caspi et al. 2002; Caspi et al. 2003; Shanahan et al. 2008). Most studies in this literature are correlational.
Fletcher 2020; Morris et al. 2020; Brumpton et al. 2020; D’onofrio et al. 2013). We take a step forward by combining a natural experiment with a family design (Fletcher and Conley 2013).

The rest of the paper is structured as follows. In Section 2, we give more details about the data and introduce our proxies for early disadvantages. Section 3 discusses the interpretation of the genetic proxy (i.e., the EA PGI) and the method used to isolate the random genetic inheritance. Section 4 examines how the compulsory schooling law affected the relationship between early-life disadvantages and later-life SES. Robustness exercises are presented in Section 5. Section 6 concludes.

2. Data and Proxies for Early-Life Advantages

We use data from the UK Biobank (UKB), a large, population-based prospective study initiated by the UK National Health Service (NHS) (Sudlow et al. 2015). More than half a million individuals ages 40 to 69 were assessed between 2006 and 2010 in 22 assessment centers distributed throughout the UK (Allen et al. 2012) – see Appendix A. The assessment included a self-completed touchscreen questionnaire, an in-person interview, physical measurements, and the collection of biological samples. The self-completed questionnaire collected data on, among other things, country of birth and year of immigration; qualifications and school-leaving age; household income; and family history. Information that was not collected via the self-completed touchscreen questionnaire, such as occupation and residence at birth, was collected in a subsequent computer-assisted personal interview (CAPI). Study participants were also genotyped using blood samples collected at the end of the assessment visit.

Our main outcomes of interest will be the participant’s age at the time she left school; whether she passed qualification exams that are taken at age 16 – namely the Certificate of Secondary Education (CSE) and the General Certificate of Education (GCE) Ordinary Level (also known as the O-level); annual household income (reported in five brackets); and wages imputed based on one’s occupation. During the interview, respondents answered a series of questions about their job (or last job if respondent had retired recently), which the interviewer used to classify the respondent’s occupation among more than 400 detailed categories. We use the 2009 Annual

---

6 Although the UK Biobank is not nationally representative, our estimates have internal validity because there is no differential selection on the two sides of the September 1, 1957 cutoff – see Appendix B.
Survey of Hours and Earnings (ASHE) to match such categories to median wages for each occupation (Kweon et al. 2020). We view this measure of occupational wages as complementary to our measure of household income: on one hand, income was reported in brackets and occupational wages is a better measure of permanent individual income; on the other, household income is available for a larger fraction of the sample. We find that both measures yield qualitatively similar results. Appendix C shows that the two measures are closely related.

### A. Proxies for Early-Life Advantages

We use measures to proxy for early-life advantages at three levels: neighborhood, family, and individual. A recent literature shows that children who grow up in higher-SES neighborhoods have better socioeconomic outcomes, including earnings and college attendance (Chetty and Hendren 2018a, 2018b). As a proxy for neighborhood SES, we use a measure of average education in the individual’s birthplace. UKB participants reported the town or district where they first lived when they were born. The coordinates of this locality were used to identify the local district (as of 1961) where the respondent resided at that time. The measure of neighborhood SES corresponds to the fraction of adults in the local district who stayed in school until at least age 15 according to the 1961 Census. There are 1,436 different neighborhoods in our sample with an average population of about 35,000 and a median population of about 18,000.

We use family size as a proxy for family-level advantages, following the large empirical literature on the trade-off between quantity and quality of children (e.g. Steelman et al. 2002; Chan et al. 2019). Our measure of family size corresponds to the numbers of full brothers and full sisters (i.e., excluding half-siblings, step-siblings, or adopted siblings) reported by the study participant, including those who had already died. Because individuals with fewer siblings tend to have higher

---

7 We used gender-specific wages that were calculated among full-time employees and included all labor earnings (such as bonus, tips, overtime, etc.).
8 Occupational wage is missing for 24.3% of UKB respondents while household income is missing for 11.1%. We show in the Robustness section that results are qualitatively similar if we use income instead of wages. See also Appendix D.
9 We chose the threshold of age 15 because it maximized the variation in neighborhood characteristics. Importantly, this variable was chosen before assessing its association with our measures of SES and education. It captures a large fraction of the potential neighborhood variation at this level of aggregation.
10 These data were generously made available by Vision of Britain (www.visionofbritain.org.uk).
11 For Scotland, these figures were calculated at the county level using data from the 1951 Census.
12 Chetty and Hendren (2018a) use commuting zones (CZ) as a measure of neighborhood. There are 741 different CZs in the United State with an average population of about 380,000 per CZ.
SES later in life, we reverse code family size (smaller families have a higher proxy value) so it is positively correlated with SES – as it is the case with the other proxies.

As a measure of individual-level advantages, we use a polygenic index\(^1\) (PGI) for educational attainment (EA). A PGI is an individual-level predictor constructed from up to millions of genetic markers. Below, we describe how we constructed the EA PGI and discuss its interpretation.

Human DNA is made up of twenty-three pairs of long molecules, called chromosomes. While any pair of individuals are identical for 99.8% of their DNA, there are tens of millions of locations in the genome where individuals differ by a single genetic marker. These locations are called Single Nucleotide Polymorphisms (SNPs). At the vast majority of SNPs, people can have one of two possible genetic variants. The variant that a person has is called their allele. In genetic data, one of the two possible alleles is arbitrarily chosen as the reference allele. Because individuals have two copies of each chromosome, they will either have 0, 1, or 2 copies of the reference allele. The number of reference alleles that an individual has at a SNP is called their genotype for that SNP.

A PGI is constructed using estimates from a Genome Wide Association Study (GWAS). A GWAS scans the entire genome and estimates associations between individual genotypes and an outcome of interest. Specifically, a GWAS is a series of regressions of some outcome onto the genotype of each SNP, one at a time, and a set of covariates which normally include sex, age, and the first several principal components of the genetic data.\(^1\)

A polygenic index (PGI) is a weighted sum of SNP genotypes:

\[
P_{GI_i} = \sum_j g_{ij} w_j
\]  

where \(P_{GI_i}\) is the polygenic index for individual \(i\); \(g_{ij} \in \{0,1,2\}\) is individual \(i\)’s genotype at SNP \(j\); and \(w_j\) is the weight for SNP \(j\).\(^1\) The weights in a PGI are derived from coefficients estimated

\(^1\) Polygenic indexes are also often called “polygenic scores,” “polygenic risk scores,” or “genetic risk scores” in the literature. All of these terms correspond to the same thing.

\(^1\) These principal components are included to account for ancestry-related omitted variable bias (see Section 3.A).

\(^1\) GWASs for educational attainment have shown that education is associated to a large number of genetic markers, each with a small influence. PGIs are a way to aggregate these many influences and construct a genetic marker that is sufficiently predictive to use in empirical applications.
in a GWAS. In this paper, we use GWAS coefficients based on Okbay et al. (2022), the largest currently available GWAS for educational attainment (EA). The PGI based on this GWAS can explain 12-16% of the variation in EA.

We note that each of our three measures of advantage may proxy for circumstances at other levels. They may also be imperfect measures of the circumstances they are thought to represent. For example, because the EA PGI is based on estimated associations between educational attainment and each SNP, and these associations are estimated with error, the EA PGI can be thought of as a noisy proxy for the EA PGI that could be constructed if the associations were estimated without error. Finally, with the exception of family size, the proxies are fixed at birth, which means they could not have been affected by the compulsory schooling law that we will study. We show in Appendix B that the reform did not affect family size.

We keep in our sample individuals for whom at least one proxy is available. About 88 percent of them have data on all three proxies. In the regression results below, we include an indicator (and interaction terms when relevant) for whether the individual is missing each proxy. Our results are very similar if we restrict to only those with complete data. The proxy that is more commonly missing is the EA PGI (7.2%). This is for two reasons. First, because genetic data is not available for part of the sample (2.4%). Second, we do not calculate PGIs for those with non-European ancestries (4.8%). As a result, any analyses in this paper based on the PGI only correspond to the

---

16 There are several methods for producing PGI weights from GWAS coefficients, but each of them transforms the GWAS coefficients in a way that is meant to account for the correlation structure that exists in the genome. We use a Bayesian method called LDpred (Vilhjalmsson et al. 2015).

17 We use a version of the GWAS coefficients from Okbay et al. (2022) that omit the subset of individuals from the UK Biobank that we use in our analyses. Specifically, we conduct a GWAS in the UK Biobank that exactly matches the specification in Lee et al., except that we exclude individuals who were born within 10 years of September 1, 1957. We also exclude individuals who had one sibling or parent who also participated in the study. Finally, we excluded first cousins of anyone in these two previously mentioned groups. This is done to avoid overfitting.

18 Because Okbay et al. (2022) is a GWAS of level of EA, our EA PGI is calibrated to predict levels of EA. Johnson et al. (2020) argue that for interaction studies such as ours, it may be more appropriate to use a GWAS of the variability of the outcome rather than the level. Nevertheless, we use PGI based on levels because Okbay et al. has a much larger sample than any available GWAS on the variability of EA. Using a smaller sample would greatly reduce the power of our study.

19 Methods have been developed to control for this sort of error in a PGI (Tucker-Drob 2017; DiPrete et al. 2018; Becker et al. 2021). These methods either require additional information that is not known in our context (e.g., the heritability of educational attainment for compliers in our sample) or reduce statistical power (e.g., by requiring to split the GWAS sample in half). Because the PGI and the error of the PGI are independent of the instrument used in our design, we anticipate that correcting for the error in the PGI would not qualitatively affect our results.

20 6,775 eligible UKB participants lacked all three proxies.

21 Samples in genetic research are nearly always restricted to individuals with similar genetic ancestries—defined as a group with tightly clustered first and second principal components of their genetic data. Due to Euro-centric bias in data collection, most currently published GWASs, including Okbay et al. (2022), are based on samples with
European-ancestry sample, though other analyses correspond to the full sample, regardless of ancestry. Family size and neighborhood SES are missing for 1.5% and 5.4% of our sample, respectively. Appendix E shows that the fractions missing each proxy are orthogonal to the schooling reform we study.

B. Proxies for Early-Life Advantages Predict Later-Life SES

A large body of work shows that genetics, family size, and neighborhood characteristics are associated with SES in adulthood (e.g., Lee et al. 2018; Black et al. 2005; Mogstad and Wiswall 2016; Chetty and Hendren 2018a, 2018b). We begin by documenting these associations in our data. Figure 1 shows the associations of our proxies of disadvantage with different SES measures for cohorts unaffected by the reform. Both the SES measures and the proxies were standardized. The black dots show the unconditional associations. The red triangles show the association of a given proxy conditional on the other two proxies. The correlation between the EA PGI and family size is 0.05; the correlation between the EA PGI and neighborhood SES is 0.12; and the correlation between family size and neighborhood SES is 0.06.

There are two main takeaways. The three proxies – each capturing a different spectrum of disadvantages at the individual, family, and neighborhood levels – are strong predictors of the different measures of long-term SES. They are also independently associated with SES: the association of a given proxy with a SES measure changes little when we condition on the other two proxies. The low correlations between the proxies indicate that they represent distinct sources of advantages. Notice how the EA PGI is as predictive as the other two proxies.

“European” ancestries. These are the primary ancestries found in individuals who self-identify as “White.” As a result, PGIs based on currently available GWAS coefficients are substantially more predictive in European-ancestry samples (Martin et al. 2019) and may not generalize to groups with African, Asian, Hispanic, or other non-European ancestries. This is not a major issue in our context since over 95% of our UKB sample born between 1947 and 1967 is of European Ancestry.

22 To illustrate, imagine to the contrary that the EA PGI and the neighborhood SES were noisy proxies for the same latent measure of advantage and that the low correlation between the two proxies was entirely due to uncorrelated noise. In Figure 3, we estimate that the standardized association between the PGI and school leaving age is 0.32. Using a classical measurement error correction formula, this would imply that the standardized association between the (noiseless) latent measure and school-leaving age would have to be 0.32/0.05 = 6.4. However, standardized associations cannot be greater than one unless they are strongly negatively correlated with other covariates, which is not the case in our setting.
Figure 1: (Pre-Reform) Differences in SES, by Background

Notes: The figure shows coefficients of regressions of the dependent variables listed in the rows on the proxies for disadvantage (the regressions also include pre-reform birth cohort trends). The black circles display coefficients from regressions including just one of the three proxies. The red triangles display coefficients from regressions including all three proxies. Both the dependent variables and the proxies were normalized. The brackets show 95% confidence intervals. The sample is restricted to those born between September 1, 1947 and August 31, 1957 (i.e. the cohorts unaffected by the ROSLA). Wages are imputed based on one’s occupation. Sample sizes vary between 117,793 and 166,394 depending on the measure of SES.

Again, these associations do not represent causal relationships between the proxies and later-life SES (e.g., Kong et al. 2018; Angrist et al. 2010). A separate discussion about the interpretation of the association between the EA PGI and SES is warranted.

3. Interpreting the EA PGI and Its Relationship with Later-Life SES

The interpretation of a PGI is subtle and complicated. For example, it is many people’s instinct to interpret the EA PGI as a measure of innate ability. Although a PGI can capture these types of individual attributes, the PGI will also be correlated with other individual, familial, and community characteristics. It is, therefore, incorrect to think of it solely as a measure of innate ability.
A. The Association between the EA PGI and SES

Consider a simple regression of an SES outcome on the PGI:

\[ Y_i = \kappa_0 + \kappa_1 PGI_i + \chi_i. \]  

(2)

There are at least two reasons why \( \kappa_1 \) will be a biased estimate of the causal effect of the PGI on SES: population stratification and indirect genetic effects. Population stratification is a form of omitted variable bias where specific genetic variants are more common in a particular group and the average of the outcome of interest \( Y \) is higher (or lower) among this group than in the rest of the population. These genetic variants will predict the outcome of interest, but the relationship is not causal.\(^{23}\) Empirically, it has been shown that controlling for genetic principal components removes much but not all of the bias due to population stratification (Price et al. 2006). We show in the Robustness Section that our results are nearly identical when we control for the first 20 principal components of the participants’ genetic matrix.

Another omitted variable in regression (2) is parental genetics: parental genetics drive both a child’s own genetics (since the child inherits her genetic variants from her parents) and the child’s SES (through parental behaviors and characteristics, such as parental education). Since the parents’ and child’s PGIs are correlated, when the analysis does not control for parental genotypes, as in Figure 1, the effects of the parental genotypes are partly captured by the offspring’s PGI.

B. Controlling for the PGIs of Parents

By using information on the PGIs of an individual’s parents, we can however isolate variation in the individual’s PGI that is random and therefore orthogonal to her environment. This is possible due to Mendelian inheritance: a biological phenomenon that causes PGIs to be randomly assigned to children conditional on the sum of the PGIs of their parents (Kong et al. 2020). We estimate the following model:

---

\(^{23}\) The canonical example of population stratification is chopstick use (Price et al. 2006). Consider a GWAS of whether an individual regularly uses chopsticks and a sample that includes individuals of Asian and non-Asian backgrounds. This GWAS would find many SNPs that are associated with chopstick use, but each of these associations would correspond to SNPs that have alleles that are more common in Asian populations rather than to SNPs that represent any sort of genetic pathway between genes and chopstick use.
\[ Y_i = \phi_0 + \phi_1 PGI_i + \phi_2 F_i + e_i. \]

where \( F_i \) is the sum of the PGIs of individual \( i \)’s parents.

The coefficient on the PGI, \( \phi_1 \), estimates “direct genetic effects.”\(^{24}\) Direct genetic effects are defined as the causal effect of inheriting specific genetic variants holding constant one’s environment.\(^{25}\) If we had exogenous variation in the parental PGI, \( \phi_2 \) would pick up “indirect genetic effects” from one’s parents. These are the effects of genetic variants of the parents that were not inherited by the child but still affect her because they influence her parents’ characteristics and behaviors (Kong et al. 2018).\(^ {26}\) Since we do not have exogenous variation in the parental PGI, it may also represent other environmental advantages, such as indirect genetic effects from other relatives and population stratification.

It is important to stress that the direct genetic effects do not necessarily reflect “ability” or “innate” individual characteristics that may influence productivity. Although the approach identifies the causal effects of genetic variation on SES, we cannot pin down the channel(s) of these effects. For example, suppose that height has a causal effect on wages because ceteris paribus employers favor taller people (Persico et al. 2004; Case and Paxson 2008). Then any genetic variant that causes an increase in height will also cause an increase in wages. EA and height have been shown to be genetically correlated (Okbay et al. 2016), such that individuals with higher EA PGIs will tend to be taller and to earn higher wages, but, in this example, this relationship does not necessarily imply that individuals with higher EA PGIs are more productive. However, if some

\(^{24}\) It is also possible to estimate direct genetic effects using a family fixed-effect model, however the fixed-effect model has several limitations in our context. First, using a fixed-effect model would require us to drop siblings with any missing data or who do not satisfy our sample restrictions. In contrast, our specification only requires genetic data for parents, which can be imputed using only genetic data from at least one other sibling or in some cases was observed because one parent was genotyped. This increases our sample size. Second, if the genotypes of one sibling influences the other sibling, this effect would bias the "direct effect" estimates in a fixed-effect model but not one that controls for the parental PGI. Third, our specification allows us to directly measure the association between the parental PGI and SES and to measure the change in this association as a result of the 1972 ROSLA, which would be impossible in a fixed-effect model. We present fixed-effect results in Appendix F and find qualitatively similar results.

\(^{25}\) Direct genetic effects are still a function of the environment, however; environmental factors can change the impact of specific genetic variants. Indeed, an important result of this paper is that education can change the direct effect of the EA PGI (see results in section 4.E).

\(^{26}\) Recent evidence using siblings of parents to estimate the causal effect of the parental PGI on the education of each parent’s offspring has found little evidence that the association between the parental PGI and the child’s education is due to indirect genetic effects from the parents. Rather, the association between parental PGI and offspring’s education seems to be primarily driven by population stratification and assortative mating. (Nivard et al. 2022).
portion of the EA PGI represents “innate” characteristics, this portion would be captured by the direct genetic effect and not the indirect/environmental effect.

C. Imputing the PGI of Parents

About 5,000 study participants had parents who also participated in the study. For the others, it is possible to impute the sum of the parental genotypes if at least one of the study participant’s siblings were also genotyped (Young et al. 2020) - which is true for about 36,000 respondents in our sample. An illustration of this imputation procedure is found in Figure 2. Imagine we would like to impute the sum of the genotypes of a participant’s parents at some SNP. Because people normally have two copies of each chromosome, we represent the genotype of Parent 1 and Parent 2 at this SNP as \((A + B)\) and \((C + D)\), respectively, where \(A\), \(B\), \(C\), and \(D\) are indicators of whether a parent has a copy of a specified reference allele at the SNP on a certain copy of their chromosome. The sum of the parental genotypes at this locus is therefore \((A + B + C + D)\).

Say we observe two (full) siblings in our data. Each child randomly inherits one of the alleles from Parent 1 (either \(A\) or \(B\)) and one allele from Parent 2 (either \(C\) or \(D\)). As Figure 2 illustrates, there are three possible cases. In the first case (“Zero Shared”), the siblings inherited different alleles from each parent, such that all four parental alleles are observed in the two siblings. In the second (“One Shared”), the siblings inherited the same allele from one parent and a different allele from the other, in which case only three parental alleles are observed. Finally, in the third case (“Two Shared”), only two parental alleles are observed because the siblings inherited the same allele from each parent.

It is possible to determine which case we are in at a particular SNP. In the second and third cases, we take the sum of the observed genotypes and impute the unobserved one using the mean genotype for a single allele at that SNP. This mean genotype is sometimes called the *allele frequency* in the population since it corresponds to the frequency at which the allele is found at that SNP on a single copy of a chromosome drawn from the population.\(^{27,28}\)

\(^{27}\) We follow a similar procedure when one parent is genotyped but the other parent is unobserved. In these cases, we always observe three of the four parental alleles, so the imputed parental sum is the sum of the three observed genotypes plus a constant equal to the frequency of the missing genotype.

\(^{28}\) This imputation of the unobserved allele is justified under an assumption that the observed alleles are uncorrelated with the unobserved alleles. This assumption would hold if there were random mating in the population, which has been shown to not be the case. However, it has been shown that the expected correlation between parental genotypes
Figure 2: Illustration Imputation of Parental PGIs

Note: The figure illustrates the method used to impute the PGI of parents. In the “Zero Shared” case, the siblings inherited different alleles from each parent, such that all four parental alleles are observed in the two siblings. In the second (“One Shared”) case, the siblings inherited the same allele from one parent and a different allele from the other, in which case only three parental alleles are observed. Finally, in the “Two Shared” case, only two parental alleles are observed because the siblings inherited the same allele from each parent. In the last two cases, we impute the unobserved genotypes using the mean genotype for a single allele at that SNP. This mean genotype corresponds to the frequency at which the allele is found at that SNP on a single copy of a chromosome drawn from the population.

The imputation will lead to some error in the parental genotype measure, but it is not classical measurement error. Specifically, under a classical measurement error model, it is assumed that the variable is equal to the true value plus some amount of uninformative noise. In the case of our imputed parental genotypes, our variable is equal to the true value minus some information—the unobserved parental genotypes. Importantly, if the parental PGI is omitted, the portion of the parental PGI that biases the coefficients of (2) are the shared genetic variants between the parents and children. This is the portion of the PGI that we are able to impute without error. This means that, by controlling for the imputed parental PGIs, we can estimate the direct effect, \( \phi_1 \), without bias. More details and proofs of these properties can be found in Young et al. (2020).

D. Direct Genetic Effects

The red triangles in Figure 3 show estimates of direct genetic effects. The black circles display associations between the EA PGI and the outcomes of interest. The direct genetic effects are

---

would be on the order of \( 10^{-6} \) if parents were sorting at rates implied by the most extreme estimates. We therefore believe that the zero-correlation assumption is a reasonable approximation in this case.
obtained by estimating equation (3) and plotting \( \hat{\phi}_1 \). The associations correspond to estimating equation (2), which does not control for the parental PGI. For comparison, all outcome variables were standardized. The PGI was also standardized. To maximize statistical power, this particular analysis uses all 43,393 UKB participants of European genetic ancestries with a parent or sibling who had also participated in the UKB.\(^{29}\)

**Figure 3: Direct Genetic Effects vs. EA PGI Associations**

![Diagram showing associations between EA PGI and SES variables](image)

**Notes:** The red triangles show estimates of the causal effect of the EA PGI. The black circles show associations with the EA PGI. The brackets show 95% confidence intervals. The EA PGI, the SES variables, and the predetermined variables were all normalized. Wages are imputed based on one’s occupation. The sample includes all UKB participants of European genetic ancestries for whom the parental EA PGI was available. The number of observations ranges from 27,295 to 43,393 depending on the outcome.

The top panel of the figure shows that, not only the EA PGI predicts several SES outcomes, but that it also has a causal effect on all of them. An increase of one SD in the EA PGI *causes* an increase of 0.16 SD in school-leaving age and an increase of 0.12 SD in log wages. In comparison, an increase of one SD in the EA PGI is *associated* with a 0.32 SD increase in school-leaving age.

---

\(^{29}\) Figures 1 and 3 were constructed using different samples (e.g., Figure 1’s sample includes only those born in England, Scotland, or Wales between September 1, 1947 and August 31, 1957 while Figure 3 includes only study UK Biobank participants for whom parents’ genotypes were available or could be imputed). That is why the associations between the EA PGI and the SES outcomes (black circles on both figures) are slightly different in the two figures.
and with a 0.22 SD increase in log wages. The bottom panel of the figure reports results for variables that would have been fixed before or very soon after the genotype, and consequently the PGI, was fixed. Therefore, one would expect no causal relationship between the EA PGI and these variables. Even though the EA PGI is (unconditionally) associated with several of these variables, we cannot reject that the direct genetic effect on any of them is different from zero. This can be seen as a “balance test” that the parental PGI imputation described in Section 3.C jointly with Mendelian inheritance worked as intended and that the conditional EA PGI is indeed random.

The associations with the SES outcomes are larger than the direct genetic effects partly because of indirect genetic effects. The blue diamonds in Figure 4 display the coefficients on the parental PGI when estimating equation (3), i.e., $\hat{\phi}_2$. Having parents with higher EA PGIs is associated with achieving higher success in adulthood (top panel). It is also associated with having fewer siblings and with living in a higher-SES neighborhood (bottom panel). Because we do not have exogenous variation in the parental PGI, these associations may also represent other environmental advantages, such as indirect genetic effects from other relatives and population stratification.

**Figure 4: Direct Genetic Effects vs. Environmental Factors**

<table>
<thead>
<tr>
<th>SES Variables</th>
<th>Predetermined Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stayed In School until Age 16</td>
<td>Male</td>
</tr>
<tr>
<td>School-Leaving Age</td>
<td>Day of Birth</td>
</tr>
<tr>
<td>CSE or O-Level</td>
<td>Month of Birth</td>
</tr>
<tr>
<td>A-Level</td>
<td>Born in England</td>
</tr>
<tr>
<td>College Degree</td>
<td>Born in Wales</td>
</tr>
<tr>
<td>Log Wages</td>
<td>Born in Scotland</td>
</tr>
<tr>
<td>Household Income $\geq$ £18,000</td>
<td>Latitude Coordinate Birthplace</td>
</tr>
<tr>
<td>Household Income $\geq$ £31,000</td>
<td>Longitude Coordinate Birthplace</td>
</tr>
<tr>
<td>Household Income $\geq$ £52,000</td>
<td>Number of Siblings</td>
</tr>
<tr>
<td>Household Income $\geq$ £100,000</td>
<td>Neighborhood SES</td>
</tr>
</tbody>
</table>

**Notes:** The red triangles show estimates of the causal effect of the EA PGI. The blue diamonds show associations with the parental EA PGI. The brackets show 95% confidence intervals. The EA PGI, the parental EA PGI, the SES variables, and the predetermined variables were all normalized. Wages are imputed based on one’s occupation. The sample includes all UKB participants of European ancestries for whom the parental EA PGI was available. The number of observations ranges from 27,295 to 43,393 depending on the outcome.
The direct genetic effects from Figure 3 are reproduced in Figure 4 for purposes of comparison. The results suggest the association with the parental PGI may be as large as the direct genetic effects, which is broadly consistent with previous findings (Kong et al. 2018; Howe et al. 2021; Lee et al. 2018; Cheesman et al. 2020). In section 4.E, we apply the empirical design explained here to investigate how the compulsory schooling reform affected the causal relationship between genetics and education and how it affected the association between socioeconomic background and education.

4. Education and the Relationship between Early-Life Advantages and Later-Life SES

A. The 1972 Raising of the School-Leaving Age

If, as believed, education levels the playing field, then we would expect it to reduce the gaps between children from disadvantaged and advantaged backgrounds. To investigate this hypothesis, we study a well-known compulsory schooling reform and its effects on these disparities. The 1972 Raising of School Leaving Age (ROSLA) legislation increased the minimum school-leaving age in England, Scotland, and Wales from 15 to 16 years of age.\(^\text{30}\) These laws and their implementation have been extensively documented before (see Clark and Royer 2010, 2013; Grenet 2013; Davies et al. 2018) so we only include a brief summary of its main features here. The change took effect in September 1, 1972, implying that those who were 15 or younger before that date (i.e., born on September 1, 1957 or later) had to stay in school until at least age 16 (hereafter, we use the term “stayed in school until age 16” to refer to those who stayed in school until at least age 16). Infrastructure investments, such as school building to absorb the additional students, preceded the 1972 ROSLA but key elements of the school system did not change with the reform.

Politically, there were a number of different justifications for the 1972 ROSLA including addressing the British economy’s failing competitiveness, raising England’s level of education to be on par with other countries, and reducing the number of young people seeking employment at high unemployment times. Interestingly, a 1959 report by the ministry of education advising the Government to increase compulsory schooling to age 16 highlighted the need to tap “all the

available supply of talent” and the social barriers to doing so. The Crowther Report documented that “half of the National Service recruits to the Army who were rated in the two highest ability groups had left school at age 15” and that among recruits “coming from families of manual workers two-thirds of those in the two highest ability groups had left school at 15.”

In our analysis, we restrict the sample to participants born between September 1, 1947 and August 31, 1967 who were either born in England, Scotland, or Wales or immigrated to the UK before age 15. Figure 5 illustrates some of the impacts of the ROSLA. It shows the fraction of study participants who stayed in school until age 16 (black circles); age 17 (red Xs); and age 18 (blue triangles) by year of birth. Year of birth runs from September 1 of a given a year to August 31 of the following year. For example, those born in year 0 correspond to those born between September 1, 1957 and August 31, 1958, the first cohort affected by the ROSLA. The figure shows linear trends for a 4-year bandwidth around September 1, 1957 and quadratic dates for a 10-year bandwidth.

**Figure 5: Educational Attainment by Year of Birth**

![Graph showing educational attainment by year of birth](https://www.educationengland.org.uk/documents/crowther/crowther1959-1.html)

Notes: The figure shows the fraction of study participants who stayed in school until age 16 (black circles), age 17 (red crosses), and age 18 (blue triangles) by year of birth. Year of birth runs from September 1 of a given a year to August 31 of the following year. Those born in Year 0 were

born between September 1, 1957 and August 31, 1958. Cohorts born after Year 0 had to stay in school until age 16 while cohorts born before could leave at age 15. The figure shows linear trends for a 4-year bandwidth and quadratic trends for a 10-year bandwidth. We use triangular kernel weights that give greater weight to study participants born closer to September 1, 1957. $N = 86,417$ (4-year bandwidth) and $212,290$ (10-year bandwidth).

The figure shows that the ROSLA generated a discontinuity in the relationship between staying in school until age 16 and date of birth. There is a sharp increase for those born after September 1, 1957. The discontinuities at ages 17 and age 18 are much smaller but still significant.

We estimate the ROLSA increased the fraction of those staying in school until age 16 by 14 percentage points—see Appendix Table G1. The fraction staying until ages 17 and 18 increased by 3 and 2 percentage points. The ROSLA did not affect the fraction staying in school past 18 or the fraction graduating from college (see Appendix H). On average, the cohort affected by the ROSLA stayed in school approximately 0.18 years more than those who could drop out at age 15.

The increase in schooling generated by the ROSLA resulted in an increase in income, as shown in Appendix Figure G2. We estimate that an additional year of secondary education increased middle-age wages by 5%—see Appendix Table G2. These are consistent with Grenet (2013) who estimated a return of 6-7%.

Appendix B shows that predetermined characteristics and our proxies for early-life advantages are smooth around the September 1, 1957 cutoff. These results suggest that the identifying assumption of the regression discontinuity design is satisfied and that we can stratify the results by our proxies for advantage.

B. Did the 1972 Raising of the School-Leaving Age Reduce Educational Gaps?

One of the rationales for the 1972 ROSLA was to reduce educational gaps between children from different socioeconomic backgrounds and to allow high-ability, disadvantaged students to fulfill their potential (Crowther Report 1959). To investigate whether the ROSLA was effective in this regard, Figure 6 shows the average school-leaving age by year of birth for those in the top and bottom terciles of the distributions of the EA PGI (top panel), family size (middle panel), and neighborhood SES (bottom panel). The average education for the top tercile is shown on the right y-axis while the average education for the bottom tercile is shown on the left y-axis. Appendix I shows comparable figures for the fraction of students who stayed in school until ages 16, 17, and

---

33 The effects are robust to the alternative bandwidths. Interestingly, these 2SLS estimates are also consistent with the OLS estimates (i.e., regressing log-wages directly onto the endogenous SLA variable), suggesting a limited role for omitted variable bias in this context.
18 – Appendix Figure I1 is of particular interest because age 16 was the margin targeted by the reform.

Figure 6 indicates that the ROSLA was effective in reducing the educational disparities between children from less and more advantaged backgrounds. The average school-leaving age of the bottom tercile (i.e., the children from more disadvantaged backgrounds) jumps discontinuously after September 1, 1957, reducing the difference between the red and black lines. This is true for all three different proxies of disadvantages: individual, family, or neighborhood. The gap in average school-leaving age decreased from 2.3 to 2.03 of a year of schooling between those in the top and the bottom terciles of the EA PGI distribution; from 1 to 0.69 of a year of schooling between those in the top and the bottom terciles of the family size distribution; and from 1 to 0.91 of a year of schooling between those in the top and the bottom terciles of the neighborhood SES distribution. These are large reductions considering that the ROSLA increased school-leaving age on average by approximately 0.18 years—see Appendix Table G1.

The trends shown in Figure 6 are obtained by estimating the following regressions:

\[ SLA_i = \delta_0 + \delta_1 Post_i + B_i' \delta_2 + Post_i \times B_i' \delta_3 + k(DoB_i) + \epsilon_i. \]  

where \( SLA_i \) is individual \( i \)'s school-leaving age; \( Post_i \) is 1 if individual \( i \) was born on or after September 1, 1957 (and 0 otherwise); \( B \) is a vector containing proxies for early-life advantages; and \( DoB_i \) is individual \( i \)'s date of birth. Date of birth is measured in days relative to the cutoff, such that \( DoB = 0 \) for someone born on September 1, 1957. The function \( k(\cdot) \) captures birth cohort trends in educational attainment, which are allowed to differ on either side of the September 1, 1957 cutoff. We run two alternative specifications: (1) a 10-year bandwidth with quadratic trends in date of birth and (2) a 4-year bandwidth with linear trends.\(^{34}\) We use triangular kernel weights that give greater weight to study participants born closer to the cutoff.\(^{35}\)

---

\(^{34}\) To the best of our knowledge, methods for optimal bandwidth selection for interaction effects have yet to be developed. We worry that the standard CCT optimal bandwidth is too conservative in the case of interactions which is why we consider both a 4-year (the CCT optimal bandwidth) and a 10-year bandwidth. In the Robustness Section we show that our results are robust to the choice of bandwidth.

\(^{35}\) Even though previous work studying the 1972 ROSLA clustered standard errors by month-year of birth (e.g., Clark and Royer 2013; Davies et al. 2018), we do not need to cluster our standard errors because our data include exact date of birth (Lee and Card 2008).
Figure 6: Effect of the 1972 ROSLA on School-Leaving Age, by EA PGI, Family Size, and Neighborhood SES

[Graphs showing the effect of the 1972 ROSLA on school-leaving age by EA PGI, family size, and neighborhood SES]
Notes: The figures show average school-leaving age by year of birth, separately for those in the bottom tercile (black circles) and in the top tercile (red Xs) of the following distributions: EA PGI (top panel); family size (middle panel); and neighborhood SES (bottom panel). Average education for the top tercile is shown on the right y-axis while average education for the bottom tercile is shown on the left y-axis. Year of birth runs from September 1 of a given year to August 31 of the following year. Those born in Year 0 were born between September 1, 1957 and August 31, 1958. Cohorts born after Year 0 had to stay in school until age 16 while cohorts born before could leave at age 15. The figure shows linear cohort trends for a 4-year bandwidth and quadratic cohort trends for a 10-year bandwidth. For a given proxy, all three terciles share the same cohort trends. We use triangular kernel weights that give greater weight to study participants born closer to September 1, 1957. 

\[ N = 79,873 \text{(EA PGI with 4-year bandwidth); 196,727 (EA PGI with 10-year bandwidth); 85,308 (family size with 4-year bandwidth); 209,338 (family size with 10-year bandwidth); 81,454 (neighborhood SES with 4-year bandwidth); and 201,340 (neighborhood SES with 10-year bandwidth).} \]

<table>
<thead>
<tr>
<th>Table 1: Effect of the 1972 ROSLA on Education, by EA PGI, Family Size, and Neighborhood SES</th>
</tr>
</thead>
<tbody>
<tr>
<td>School-Leaving Age</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>PGI * Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Family * Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Neighborhood * Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1 if Has a CSE or an O-Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-Year Bandwidth</td>
</tr>
<tr>
<td>PGI * Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Family * Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Neighborhood * Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Post</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

Notes: In the top panel, the dependent variable is school-leaving age. In the bottom panel, it is an indicator for having a CSE or an O-Level. PGI is the polygenic index for educational attainment. Post is an indicator for being born on or after September 1, 1957. PGI, Family, and Neighborhood are all standardized to have mean zero and standard deviation of one. The first four columns include linear trends in exact date of birth while the last four include quadratic trends. In both cases, trends are allowed to be different before and after September 1, 1957. Robust standard errors between brackets. The coefficients on PGI, Family, and Neighborhood are omitted. The average school-leaving age among those born before September 1, 1957 is 18.9 (4-year bandwidth) and 18.7 (10-year bandwidth). The fraction with a CSE or O-Level among those born before September 1, 1957 is 79% (4-year bandwidth) and 75% (10-year bandwidth).
We use a discrete specification in Figure 6, where $B_i$ is a vector containing indicators for being in the top and in the middle terciles of the distributions of EA PGI (top panel), family size (middle panel), and neighborhood SES (bottom panel). Notice that the birth cohort trends $k(DoB_i)$ are assumed to be the same for individuals in the three different terciles of a given proxy distribution.\[36\] The Robustness Section discusses that – although relaxing this assumption implies a large loss in precision – the point estimates results are overall very similar. Middle-tercile participants were also used to estimate Figure 6’s birth cohort trends (not shown for ease of exposition); this is true not only for Figure 6 but for all figures comparing the bottom and top terciles.

Table 1 reports results from a continuous specification of equation (4), where $B_i$ is a vector containing continuous (standardized) measures of the EA PGI, family size, and/or neighborhood SES (Appendix Table 14 shows results from the discrete specification). Because of space constraints, the estimated coefficients $\delta_0$ and $\delta_2$ are not reported in the table.

The results in the table’s top panel confirm that the 1972 ROSLA was successful at leveling the playing field, at least in terms of how long students stayed in school. The interactions of the indicator for being born after September 1, 1957 with the EA PGI, family size, and with neighborhood SES are all negative with most being statistically significant at the 1% (the exception being the interaction with neighborhood SES). Columns (4) and (8) show that the coefficients on the interaction terms are very similar when all the proxy-interactions are included simultaneously.

These reductions in educational differences may not be very meaningful if the students forced to stay in school an extra year put in little effort and gained little with the additional schooling. However, one potential concrete benefit of this additional year of education was the opportunity to sit for a set of qualification exams that are taken at the end of grade ten (when participants are typically 16): the Certificate of Secondary Education (CSE) or the General Certificate of Education (GCE) Ordinary Level (also known as an O-Level).

The bottom panel of Table 1 shows that the 1972 ROSLA also reduced the disparities in terms of educational qualifications. The coefficients on the interaction terms are negative and significant for all proxies, including neighborhood SES. By compelling students to stay in school, the 1972

\[36\] Notably, this specification excludes any additional control variables, such as principal components of the genetic data. Principal components are normally included as covariates in studies that include PGIs to absorb variation in the PGI and outcome variables related to ancestry differences. Since we do not include principal components in our models, the PGI may also capture at-birth advantages related to ancestry. In the Robustness Section, we show that including principal components has only a negligible effect on our results.
ROSRA led students to get these qualifications, which are valued in the labor market (Dickson and Smith 2011). This is consistent with the estimated reduction in school-leaving age disparities and provides evidence that the students compelled to stay in school for an additional year acquired concrete benefits as a result.

C. Did the 1972 Raising of the School-Leaving Age Reduce Wage Gaps?

We documented in the previous section that the ROSLA was successful in reducing educational disparities between children from different backgrounds. What would be the expected impact of such reduction on wage disparities if the returns to schooling were the same for everyone? At the eve of the program, the wage gap between the top and bottom terciles of each proxy distribution was 0.183 (EA PGI), 0.083 (family size), and 0.078 log points (neighborhood SES). The ROSLA reduced the top-bottom gap in school-leaving age by 0.270 (EA PGI), 0.310 (family size), and 0.096 years of schooling (neighborhood SES) – see Appendix Table I4. If the return to this additional year of schooling were 5% (see Appendix Table G2), we would expect the wage gaps described above to decrease by 7.4% (EA PGI), 18.6% (family size), and 6.1% (neighborhood SES).

In practice, we find no evidence that there was a reduction in the wage disparities. Figure 7 shows the average log wage by year of birth, separately for those in the bottom and in the top terciles of each proxy distribution. The ROSLA did not narrow the gap between the two groups. Appendix Table J2 confirms these results.

Figure 8 summarizes the first-stage (Appendix Table I4) and reduced-form results (Appendix Table J2). For any given proxy – EA PGI (black), family size (blue), or neighborhood SES (red), it reports the difference between those in the top and bottom terciles of the proxy distribution on the eve of the ROSLA (Xs) and immediately after (circles). The left y-axis and left panel show top-bottom differences in the schooling-leaving age. The right y-axis and right panel show top-bottom differences in log wages. The brackets report 95% confidence intervals testing whether the post-reform difference is equal to the pre-reform difference.38

37 0.074=(0.05)*(0.27)/0.183, where 0.05 is the return to schooling, 0.27 is the reduction in the educational gap between the top and bottom terciles of the EA PGI distribution, and 0.183 is the original wage gap between them.

38 Because the figure illustrates a test of the difference between the points indicated by the X’s and the solid circles, we do not report confidence intervals for the pre-ROSLA levels.
Figure 7: Effect of the 1972 ROSLA on Log Wages, by EA PGI, Family Size, and Neighborhood SES
Notes: The figures show average log wages by year of birth, separately for those in the bottom tercile (black circles) and in the top tercile (red crosses) of the following distributions: EA PGI (top panel); family size (middle panel); and neighborhood SES (bottom panel). Average wages for the top tercile is shown on the right y-axis while average wages for the bottom tercile is shown on the left y-axis. Wages are imputed based on one’s occupation. Year of birth runs from September 1 of a given year to August 31 of the following year. Those born in Year 0 were born between September 1, 1957 and August 31, 1958. Cohorts born after Year 0 had to stay in school until age 16 while cohorts born before could leave at age 15. The figure shows linear cohort trends for a 4-year bandwidth and quadratic cohort trends for a 10-year bandwidth. For a given proxy, all three terciles share the same cohort trends. We use triangular kernel weights that give greater weight to study participants born closer to September 1, 1957. N = 79,873 (EA PGI with 4-year bandwidth); 196,727 (EA PGI with 10-year bandwidth); 85,308 (family size with 4-year bandwidth); 209,338 (family size with 10-year bandwidth); 81,454 (neighborhood SES with 4-year bandwidth); and 201,340 (neighborhood SES with 10-year bandwidth).

Figure 8: Summary of First-Stage and Reduced-Form Results

Notes: The figure shows differences in average school-leaving age (left y-axis) and in average log wages (right y-axis) between the top and bottom terciles of the distributions of the EA PGI (black), family size (blue), and neighborhood SES (red) at the eve of the ROSLA (Xs) and immediately after (circles). Wages are imputed based on one’s occupation. The brackets report 95% confidence intervals testing whether the post-reform difference is equal to the pre-reform difference. Estimates from specification with 10-year bandwidth and quadratic trends. N = 196,727 (EA PGI); 209,338 (family size); and 201,340 (neighborhood SES).

The left panel shows that the 1972 ROSLA was effective in reducing disparities in education. The pre-ROSLA top-bottom differences in school-leaving age decreased by 10-31% across our three proxies. The right panel shows that, contrary to what was expected, disparities in wages did not reduce. The estimates suggest instead that the wage gap did not change and may have even increased. In the next section, we lay out a model that clarifies that these two results are consistent with each other as long as advantaged children have higher returns to their additional schooling.
D. Early-Life Advantages and The Returns to Schooling

This paper’s main question of interest is whether educational policies, such as the ROSLA, can weaken the relationship between early-life advantages and later-life SES. In particular, we are interested in the effect of the ROSLA on the relationship between early-life advantages and wages:

\[
\frac{\partial E[Y \mid X, Post = 1]}{\partial B} - \frac{\partial E[Y \mid X, Post = 0]}{\partial B}
\]  

(5)

where \( Y \) is log wages, \( B \) is a proxy for early-life advantages, \( X \) is a vector of observables (including \( B \) and birth cohort trends), and \( Post \) is an indicator for whether the student was born after September 1, 1957 and had therefore to stay in school until age 16.

If education is a “great equalizer”, we would expect (5) to be negative, that is, we would expect the relationship between early-life advantages and wages to be weaker for the cohort born after September 1, 1957 than for the cohorts born before this date. This is not what we find. Our analyses (see Figures 7 and 8) indicate that (5) is approximately equal to zero.

We show next that the difference in equation (5) can be decomposed into two effects. One effect depends on how the reform affects educational disparities between advantaged and disadvantaged children (“the education effect”). The other depends on how the returns to schooling among compliers vary with early-life advantages (“the returns effect”). The model clarifies that our apparently conflicting results are consistent with each other as long as advantaged children have higher returns to schooling.

For simplicity, we consider the decision of whether to stay in school until age 16 – the margin targeted and most affected by the policy. Let \( Y_1 \) be the potential log wage if the individual were to stay in school until age 16, and \( Y_0 \) her potential log wage if she were to drop out before age 16. Define the potential outcomes as:

\[
Y_1 = \mu_1(X) + E_1 \quad \text{and} \quad Y_0 = \mu_0(X) + E_0 \tag{6}
\]

where \( \mu_1(x) = E[Y_1 \mid X = x] \) and \( \mu_0(x) = E[Y_0 \mid X = x] \).

The return to schooling for the individual is:

\[
\beta \equiv Y_1 - Y_0 = \mu_1(x) - \mu_0(x) + E_1 - E_0. \tag{7}
\]
Let $\Delta$ be the net benefit to the individual of staying in school until age 16:

$$\Delta = \Pi(X) - V$$  \hspace{1cm} (8)

where $\Pi(X)$ is the part of the net benefit that is explained by the observables $X$ and $V$ is the unobserved (net) cost of staying in school until age 16. In (8), $V$ is uncorrelated with $X$ by construction. The individual decides to stay in school until age 16 if $\Delta \geq 0$:

$$S = 1 \iff \Delta \geq 0$$  \hspace{1cm} (9)

The actual wage is $Y = SY_1 + (1 - S)Y_0$.

One can show that (5) is equal to: 39

\[
\frac{\partial E[Y | X, \text{Post} = 1]}{\partial B} - \frac{\partial E[Y | X, \text{Post} = 0]}{\partial B} = E(\beta | X, \text{Complier}) \times \frac{\partial}{\partial B} [E(S | X, \text{Post} = 1) - E(S | X, \text{Post} = 0)]
\]

\[
+ [E(S | X, \text{Post} = 1) - E(S | X, \text{Post} = 0)] \times \frac{\partial E(\beta | X, \text{Complier})}{\partial B},
\]

(10)

We refer to the left hand side of (10) as the “total effect.” The first line on the right hand side is “the education effect.” The education effect is a product of two terms: the average returns to schooling among compliers, which is positive, times the effect of the reform on educational

---

39 The schooling decisions of non-compliers are the same irrespective of whether they born after September 1, 1957 or not. Thus, any post-pre difference in wages is driven by wage gains of compliers of staying in school until age 16: $E[Y | X, \text{Post} = 1] - E[Y | X, \text{Post} = 0] = Pr(\text{Complier} | X) \times [E(Y | X, \text{Complier, Post} = 1) - E(Y | X, \text{Complier, Post} = 0)]$.

The actual wage $Y$ can be rewritten as $Y = SY_1 + (1 - S)Y_0 = Y_0 + S\beta$, giving:

$E[Y | X, \text{Post} = 1] - E[Y | X, \text{Post} = 0] = Pr(\text{Complier} | X) \times \{E[S\beta | X, \text{Complier, Post} = 1] - E[S\beta | X, \text{Complier, Post} = 0]\}$

where we have used that $E[Y_0 | X, \text{Complier, Post}] = E[Y_0 | X, \text{Complier}]$, that $E[S | X, \text{Complier, Post} = 0] = 0$, and that $E[S | X, \text{Complier, Post} = 1] = 1$. Finally, we get equation (10) by taking the derivative of the expression above and using the product rule. Notice $Pr(\text{Complier} | X) = E(S | X, \text{Post} = 1) - E(S | X, \text{Post} = 0)$ because only compliers change their decisions of whether to stay in school until age 16 as a consequence of the ROSLA.
The second line on the right hand side is the “returns effect.” The returns effect is also a product of two terms: the effect of the reform on education, which is positive, times a second term that captures how the returns to schooling (among compliers) varies with advantage. In sum, equation (10) shows that the effect of the ROSLA on the wage gap depends on both the education and returns effects. This model extends to other specifications described above. For example, the vector of observables, \(X\), could include the three proxies for advantage. In this case, equation (10) would correspond to the effect of the ROSLA on the relationship between log wages and a particular proxy for early-life advantage, holding the other two proxies constant.

Our results in the previous section imply that the total effect is approximately zero and that the education effect is negative. Therefore, we would expect the returns effect to be positive, that is, that the returns to schooling should increase with advantage. We investigate next the heterogeneity in returns to schooling. The technology of skill formation framework (Heckman 2000; Cunha et al. 2006) provides a rationale for why the returns to schooling may vary with the EA PGI, family size, or neighborhood SES. Conti and Heckman (2010), for example, propose that genetics may affect the stock of skills both as an input and by shaping the production function, which in turn may increase the returns to schooling (Heckman, Stixrud, and Urzua 2006; Urzua 2006).

To estimate how the returns to schooling vary with our proxies, we estimate the following equation:

\[
\ln W_i = \eta_0 + \eta_1 SLA_i + B_i' \eta_2 + SLA_i \times B_i' \eta_3 + l(DoB_i) + \epsilon_i, \tag{11}
\]

We estimate (11) through two-stage least squares (2SLS), using the indicator for being born on or after September 1, 1957 and its interactions with \(B_i\) to instrument for school-leaving age and its interactions with \(B_i\). The results are shown in Table 2. The top panel shows results for the full sample. The bottom panel restricts the sample to those who left school at age 18 or younger in order to increase statistical power (see Appendix K). As shown in Appendix H, the ROSLA did not affect the fraction of students who stayed in school past age 18.
Table 2: Effect of an Additional Year of Schooling on Log Wages, by EA PGI, Family Size, and Neighborhood SES

<table>
<thead>
<tr>
<th></th>
<th>Log Wages</th>
<th>4–Year Bandwidth</th>
<th>10–Year Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top Panel: Full Sample</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGI * SLA</td>
<td>0.026</td>
<td>0.059</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>[0.049]</td>
<td>[0.143]</td>
<td>[0.025]</td>
</tr>
<tr>
<td>Family * SLA</td>
<td>0.023</td>
<td>0.033</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>[0.018]</td>
<td>[0.100]</td>
<td>[0.010]</td>
</tr>
<tr>
<td>Neighborhood * SLA</td>
<td>0.122</td>
<td>0.107</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>[0.140]</td>
<td>[0.150]</td>
<td>[0.020]</td>
</tr>
<tr>
<td>SLA</td>
<td>0.063</td>
<td>0.061</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>[0.066]</td>
<td>[0.053]</td>
<td>[0.037]</td>
</tr>
<tr>
<td>Observations</td>
<td>86,417</td>
<td>86,417</td>
<td>212,290</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom Panel: SLA &lt; 19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGI * SLA</td>
<td>0.023</td>
<td>0.022</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>[0.013]</td>
<td>[0.013]</td>
<td>[0.008]</td>
</tr>
<tr>
<td>Family * SLA</td>
<td>0.020</td>
<td>0.018</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>[0.010]</td>
<td>[0.010]</td>
<td>[0.006]</td>
</tr>
<tr>
<td>Neighborhood * SLA</td>
<td>0.028</td>
<td>0.025</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>[0.015]</td>
<td>[0.015]</td>
<td>[0.009]</td>
</tr>
<tr>
<td>SLA</td>
<td>0.066</td>
<td>0.060</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>[0.025]</td>
<td>[0.026]</td>
<td>[0.021]</td>
</tr>
<tr>
<td>Observations</td>
<td>46,308</td>
<td>46,308</td>
<td>114,025</td>
</tr>
</tbody>
</table>

Notes: The dependent variable is log wages, which are imputed based on one’s occupation. SLA is school-leaving age. PGI is the polygenic index for educational attainment. The bottom panel is restricted to participants who dropped out at age 18 or younger. PGI, Family, and Neighborhood are all standardized to have mean zero and standard deviation of 1. The first four columns include linear trends in exact date of birth while the last four include quadratic trends. In both cases, trends are allowed to be different before and after September 1, 1957. Robust standard errors between brackets. We omit the coefficients on PGI, Family, and Neighborhood.

We find larger returns to schooling for advantaged children, as measured by our proxies. Full sample results, presented in the top panel of Table 2 show that all interactions are positive, even if not always statistically significant. Once we condition to the group that was affected by the reform (those who left school before age 19, bottom panel) coefficients are similar but more precisely estimated.\(^40\) Overall, an improvement in one standard deviation unit in any of our proxies increases the returns to schooling by approximately 1.8 to 2.8 percentage points (bottom panel of Table 2), consistent with the implications of the decomposition of equation (10). Furthermore, the coefficients on the interactions are very similar in the specifications that include all proxy variables.

\(^40\) Appendix Table J3 shows the discrete version of Table 2.
at once (bottom panel, columns 4 and 8). This suggests that the gradients in returns to schooling with respect to the three different proxies are independently important. We show in the Robustness Section that we find qualitatively similar results if we use income instead of wages as the dependent variable.

**E. Genetics, Environment, and Educational Disparities**

The results presented so far show that the compulsory schooling reform weakened the relationship between early-life advantages and education. As discussed in Section 2, we do not have however exogenous variation in our proxies for early-life advantages, which complicates the interpretation of our results. Take the case of the EA PGI for example. In terms of the model presented above, the effect of the ROSLA on the relationship between the EA PGI and education is given by:

$$\frac{\partial E[S \mid PGI, Post = 1]}{\partial PGI} - \frac{\partial E[S \mid PGI, Post = 0]}{\partial PGI}.$$  \hspace{1cm} (12)

For ease of exposition, we suppress \(X\) that contains the birth cohort trends and may include the other proxies for early-life advantages. Empirically, this effect corresponds to the coefficient \(\delta_3\) estimated in Section 4.B:

$$S_i = \delta_0 + \delta_1 Post_i + \delta_2 PGI_i + \delta_3 (PGI_i \times Post_i) + k(DoB_i) + \epsilon_i.$$  \hspace{1cm} (4')

However, as discussed in Section 3, individual differences in the EA PGI confound genetic differences with differences in socioeconomic background: for example, individuals with higher EA PGIs tend to have parents with higher EA PGIs, who are on average more educated and have higher average incomes. As a result, \(\delta_3\) conflates two effects of the compulsory schooling reform: (i) its effect on the causal relationship between genetics and education and (ii) its effect on the association between socioeconomic background and education. Compulsory schooling laws such as the ROSLA typically aim to reduce (ii) but not necessarily (i).

This section leverages the biological processes of Mendelian inheritance to separately estimate (i) and (ii). During meiosis, the genes that a person inherits are randomly assigned conditional on the genes of their parents. Using the random inheritance of a person’s genes from their parents, we can decompose the EA PGI into two components: its random component and the parental PGI \(F\),
which proxies for one’s socioeconomic background. In this context, the effects (i) and (ii) correspond respectively to the following derivatives:

\[
\frac{\partial E[S | PGI, F, Post = 1]}{\partial F} - \frac{\partial E[S | PGI, F, Post = 0]}{\partial F} \tag{13}
\]

\[
\frac{\partial E[S | PGI, F, Post = 1]}{\partial PGI} - \frac{\partial E[S | PGI, F, Post = 0]}{\partial PGI} \tag{14}
\]

The first is the effect of the reform on the relationship between education and one’s socioeconomic background, holding one’s genetics constant. The latter is the effect of the reform on the relationship between education and one’s genetics, holding socioeconomic background constant – in contrast to equation (12), which did not hold the socioeconomic background constant.

In practice, we estimate:

\[
S_i = \theta_0 + \theta_1 Post_i + \theta_2 PGI_i + \theta_3 (PGI_i \times Post_i) + \theta_4 F_i + \theta_5 (F_i \times Post_i) + m(DoB_i) + \xi_i. \tag{15}
\]

The coefficient on \(PGI_i \times Post_i\), \(\theta_3\), estimates (ii), the effect of the ROSLA on the causal relationship between education and genetics (also known as the “direct genetic effect”). The coefficient on \(F_i \times Post_i\), \(\theta_5\), estimates (i) the effect of the ROSLA on the association between education and one’s socioeconomic background (proxied by the parental PGI).

This design is unique and powerful. To our knowledge, this study is the first to estimate a gene-by-environment interaction using credibly exogenous variation in both genotypes and environment. One potential explanation for this gap in the literature is that the design is very demanding in terms of statistical power. It requires having a large enough sample that satisfies two conditions: (a) participants were affected by an exogenous variation in environmental circumstances and (b) there are data on the genotypes of participants and their parents. As discussed in Section 3.C, while few UK Biobank study participants had a parent who was also part of the study, it is possible to impute the parental genotypes if at least one of the study participant’s siblings is also genotyped (Young et al. 2020). Measured or imputed data on parental PGIs are available for about 10% of our sample. Furthermore, the child PGI and imputed parental PGI are
highly correlated ($r = 0.86$). This means that the residual variation in the children’s PGI after controlling for the parental PGI is small, leading to even larger standard errors than would be obtained in a sample of the same size that did not control for the parental PGIs. For this reason, the analyses in this section are not as well-powered as the other analyses in the paper. Given the statistical power concerns, we focus on the specification with a 10-year bandwidth. Appendix F assesses the sensitivity of results to alternative bandwidths and to alternative specifications, including a family fixed effects specification.

Results are shown in Table 3. The top panel shows first-stage results for both the fraction of participants who stayed in school until age 16 and for school-leaving age. The bottom panel shows reduced-form results for the fraction of participants who got a CSE or an O-Level (the educational qualification exams that were typically taken at age 16) and for log wages. Columns (1), (4), (7), and (10) do not condition on the parental PGI. All the remaining columns include both the parental PGI and its interaction with the indicator for being born after September 1, 1957, which permits separately estimating the effects of the ROLSA on the relationships of education with both one’s socio-economic background as well as with one’s genetics. Columns (3), (6), (9), and (12) also add family size and neighborhood SES, our other proxies for early-life advantages, and their interactions with the indicator.

The main take away from Table 3 is that the ROLSA reduced educational differences driven by both environmental (e.g. credit constraints or school quality) and genetic advantages (e.g. innate ability or physical attractiveness). In other words, the ROLSA reduced not only the parental PGI’s predictive power but also the direct genetic effect. First, in column (1), we learn that the policy reduced the association between the EA PGI and whether a student stayed in school until age 16 by more than 80%. When we condition on the parental PGI in column (2), we further learn that the policy reduced both the causal relationship between staying in school until age 16 and one’s genetics as well as the association between staying until age 16 and the parental PGI. The coefficients on the parental PGI and its interactions are very similar when controls for family size and neighborhood SES are added in column (3), suggesting again that the non-causal component

---

41 Normally, the correlation between a person’s PGI and the mean PGI of their parents is $\sqrt{0.5}$. The correlation is higher with imputed parental PGIs because only the genotypes that are transmitted to at least one child are observed. The untransmitted genotypes, which are approximately uncorrelated with the transmitted ones, are not included in the imputed parental PGI.
of the PGI captures additional variation in socioeconomic background beyond what is captured by family size and neighborhood SES.

Table 3: Genetics, Environment, and Educational Disparities

<table>
<thead>
<tr>
<th></th>
<th>Stayed in School until 16</th>
<th>School-Leaving Age</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3)</td>
<td>(4) (5) (6)</td>
</tr>
<tr>
<td><strong>Top Panel: First Stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGI * Post</td>
<td>-0.074  -0.026  -0.025</td>
<td>-0.078  -0.035  -0.029</td>
</tr>
<tr>
<td></td>
<td>[0.004] [0.008] [0.008]</td>
<td>[0.039] [0.083] [0.082]</td>
</tr>
<tr>
<td>Parental PGI * Post</td>
<td>-0.044  -0.040   -0.033</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.006] [0.006]   [0.065]</td>
<td></td>
</tr>
<tr>
<td>Family * Post</td>
<td>-0.049   -0.086   -0.086</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005] [0.047]   [0.047]</td>
<td></td>
</tr>
<tr>
<td>Neighborhood * Post</td>
<td>-0.023   0.023    0.023</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.004] [0.047]   [0.047]</td>
<td></td>
</tr>
<tr>
<td>Post</td>
<td>0.144  0.142  0.116</td>
<td>0.234  0.216  0.168</td>
</tr>
<tr>
<td></td>
<td>[0.012] [0.012] [0.012]</td>
<td>[0.125] [0.125] [0.125]</td>
</tr>
<tr>
<td>PGI</td>
<td>0.090  0.037  0.036</td>
<td>0.986  0.466  0.459</td>
</tr>
<tr>
<td></td>
<td>[0.004] [0.008] [0.007]</td>
<td>[0.029] [0.059] [0.058]</td>
</tr>
<tr>
<td>Parental PGI</td>
<td>0.049  0.045  0.442</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.006] [0.006] [0.045]</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>0.059   0.37      0.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005] [0.033]   [0.033]</td>
<td></td>
</tr>
<tr>
<td>Neighborhood</td>
<td>0.029   0.266    0.266</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.004] [0.033]   [0.033]</td>
<td></td>
</tr>
<tr>
<td><strong>Bottom Panel: Reduced-Form</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGI * Post</td>
<td>-0.054  -0.024  -0.023</td>
<td>-0.008  -0.011  -0.010</td>
</tr>
<tr>
<td></td>
<td>[0.006] [0.011] [0.011]</td>
<td>[0.006] [0.011] [0.011]</td>
</tr>
<tr>
<td>Parental PGI * Post</td>
<td>-0.027  -0.024   0.002</td>
<td>0.003   0.003    0.003</td>
</tr>
<tr>
<td></td>
<td>[0.009] [0.009]   [0.009]</td>
<td>[0.009] [0.009] [0.009]</td>
</tr>
<tr>
<td>Family * Post</td>
<td>-0.020   -0.006   -0.006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.007] [0.005]   [0.005]</td>
<td></td>
</tr>
<tr>
<td>Neighborhood * Post</td>
<td>-0.025   0.002    0.002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.006] [0.006]   [0.006]</td>
<td></td>
</tr>
<tr>
<td>Post</td>
<td>0.071  0.069  0.060</td>
<td>0.005  0.004  0.000</td>
</tr>
<tr>
<td></td>
<td>[0.017] [0.017] [0.017]</td>
<td>[0.016] [0.016] [0.017]</td>
</tr>
<tr>
<td>PGI</td>
<td>0.096  0.054  0.053</td>
<td>0.089  0.051  0.050</td>
</tr>
<tr>
<td></td>
<td>[0.004] [0.009] [0.009]</td>
<td>[0.004] [0.008] [0.007]</td>
</tr>
<tr>
<td>Parental PGI</td>
<td>0.038  0.033  0.033</td>
<td>0.035  0.033    0.033</td>
</tr>
<tr>
<td></td>
<td>[0.007] [0.007] [0.007]</td>
<td>[0.006] [0.006] [0.006]</td>
</tr>
<tr>
<td>Family</td>
<td>0.055   0.032    0.032</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005] [0.004]   [0.004]</td>
<td></td>
</tr>
<tr>
<td>Neighborhood</td>
<td>0.033   0.021    0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005] [0.004]   [0.004]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>CSE or O-Level</th>
<th>Log Wages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(7) (8) (9)</td>
<td>(10) (11) (12)</td>
</tr>
<tr>
<td>Post</td>
<td>0.071  0.069  0.060</td>
<td>0.005  0.004  0.000</td>
</tr>
<tr>
<td></td>
<td>[0.017] [0.017] [0.017]</td>
<td>[0.016] [0.016] [0.017]</td>
</tr>
<tr>
<td>PGI</td>
<td>0.096  0.054  0.053</td>
<td>0.089  0.051  0.050</td>
</tr>
<tr>
<td></td>
<td>[0.004] [0.009] [0.009]</td>
<td>[0.004] [0.008] [0.007]</td>
</tr>
<tr>
<td>Parental PGI</td>
<td>0.038  0.033  0.033</td>
<td>0.035  0.033  0.033</td>
</tr>
<tr>
<td></td>
<td>[0.007] [0.007] [0.007]</td>
<td>[0.006] [0.006] [0.006]</td>
</tr>
<tr>
<td>Family</td>
<td>0.055   0.032    0.032</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005] [0.004]   [0.004]</td>
<td></td>
</tr>
<tr>
<td>Neighborhood</td>
<td>0.033   0.021    0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005] [0.004]   [0.004]</td>
<td></td>
</tr>
</tbody>
</table>
Notes: The top panel shows first stage-estimates. The bottom panel shows reduced-form estimates. PGI is the polygenic index for educational attainment. It is standardized to have a mean of zero and a standard deviation of one. Parental PGI, which is the sum of the PGIs of parents, is standardized using the same statistics. See Section 3.B about how the parental PGI is imputed. Family and Neighborhood are also standardized to have mean zero and standard deviation of one. Log wages is imputed based on one’s occupation. Ten-year bandwidth including quadratic trends in exact date of birth. Trends are allowed to be different before and after September 1, 1957. Robust standard errors between brackets. $N = 21,418$ in columns (7)-(9) and 21,491 in all other columns.

Columns (4)-(6) are broadly consistent with columns (1)-(3): the point estimates also suggest that the ROSLA reduced the direct genetic effect on school-leaving age and its association with the parental PGI. However, these effects are not statistically significant; they are less precisely estimated than the effect on staying until age 16 because there is more variation at higher school-leaving ages that the ROSLA reform did not affect.

The results in columns (1) to (3) are consistent with how the ROSLA affected the distribution of schooling. There was near perfect compliance with the compulsory schooling law; therefore, there is very little variation in the fraction of those cohorts born after September 1, 1957 who stayed in school until age 16 to explain. For this reason, these negative interactions are perhaps to be expected. In this sense, the results in columns (7) to (9), the reduced-form effect of the reform on the fraction of participants with a CSE or an O-Level, are more interesting. In contrast to a person’s school-leaving age, the compulsory schooling law did not establish any regulations regarding these educational qualifications; students were not required by law to obtain either one of them. In other words, there is no reason a priori to expect that the ROSLA would have changed the direct genetic effects and the environmental effects on the fraction of participants with a CSE or O-Level.

The ROSLA increased the fraction of students obtaining one of these qualifications by 7.1 percentage points – see column (7). It also reduced the association between the EA PGI and the likelihood of having a CSE or an O-level. For participants born before September 1, 1957, a one standard deviation increase in the EA PGI was associated with a 9.6 percentage-point increase in this likelihood. For participants born after September 1, 1957, this association is reduced to less than half of that.

More interestingly, the ROSLA weakened the relationship between having one of these qualifications and one’s socioeconomic background, as column (8) shows. It also weakened the relationship between these qualifications and one’s genetics, reducing the direct genetic effect.
This cleanly illustrates how the effect of genetics on education is itself a function of the environment; even causal genetic effects are not fixed or unmodifiable.

The similarity of the coefficients on the interaction terms in column (8) may give the impression that the compulsory schooling reform impacted the genetic and environmental effects similarly. However, when we control for family size and neighborhood SES in column (9), we notice that the impact of the reform on environmental effects was much larger, considering that it also weakened the relationship of qualifications with family size and with neighborhood SES.\(^{42}\)

For completeness, we also revisit in columns (10) to (12) the question of whether the schooling reform reduced wage disparities. Was the ROSLA successful in making the environmental conditions into which a child was born less important for her wage prospects? We cannot reject the hypothesis that the relationship between environmental advantages and wages remained unchanged, but then again the standard errors are large. Because of these statistical power concerns, we refrain from estimating the two-stage least squares counterparts of (11) and (12).

5. Robustness

In this section, we report on a series of exercises to investigate the robustness of our results. We show how the results (do not) change when we (a) Vary the regression discontinuity bandwidth; (b) Allow different terciles to have different birth cohort trends; (c) Include controls; and (d) Use income or the Townsend Deprivation Index as the SES outcome.

A. Bandwidth Choice

Figure 9 assesses the sensitivity of the results to the choice of bandwidth. It shows two-stage least square estimates for different bandwidths (measured in months). The markers display the coefficient on the interaction of one of the proxies with school-leaving age (i.e., \(\eta_3\) in the continuous specification of equation (11)) with 95% confidence intervals around it. The black Xs

\(^{42}\) On the other hand, the PGI does not represent all genetic factors that influence educational attainment (e.g., rare variants) and it is only a noisy proxy for the true contribution of the effect of the included variants (Becker et al. 2021). As such, compulsory schooling laws could have had a larger impact on genetic effects than environmental effects. That said, we believe this is unlikely since a more "complete" PGI may also better reflect environmental factors such as indirect effects and population stratification, just as they do for the "incomplete" PGI used in this paper. Therefore, we anticipate that the effect of the ROSLA on environmental effects is larger than its effect on genetic effects.
are estimated using linear trends. The red circles are estimated using quadratic trends. The figure shows that the point estimates are remarkably similar across bandwidths and trend specifications. They are not statistically different from zero at the 5% confidence level for narrower bandwidths, but this is expected because the confidence intervals increase as the bandwidth shrinks. The corresponding figures for the first-stage estimates and for the reduced-form estimates are shown in Appendix L.

**Figure 9: Sensitivity to Bandwidth Choice**

![Graph showing sensitivity to bandwidth choice with linear and quadratic trends](image)
Notes: These figures investigate how the 2SLS estimates (from continuous specification) vary with the bandwidth size (in months). It shows the coefficient on the interaction of school-leaving age with the EA PGI (top panel), family size (middle panel), and neighborhood SES (bottom panel). Black Xs show estimates using linear trends. Red circles show estimates using quadratic trends. Wages are imputed based on one’s occupation. The sample is restricted to participants who dropped out at age 18 or younger. N varies from 17,783 (18-month bandwidth) to 114,077 (120-month bandwidth).

B. Allowing Birth Cohort Trends to Vary with Proxies for Early-Life Advantages

To maximize statistical power, the previous analyses assumed that the birth cohort trends were invariant to early-life advantages. Figure 10 assesses the sensitivity to this assumption. It shows two sets of quadratic trends for the 10-year bandwidth. The solid curves show the birth cohort trends for log wages under this assumption. The dashed curves show comparable trends when the top and bottom terciles of a given proxy are allowed to have distinct birth cohort trends (the middle tercile also has its own birth cohort trend; it is not shown in the figure for ease of exposition). The two sets of trends are in general quite similar. Appendix Figure M1 and Appendix Figure M2 show birth cohort trends for school-leaving age and for qualifications, yielding the same conclusion. Appendix Figure M3, M4, and M5 show that the results also hold for the 4-year bandwidth with linear trends. Tables in Appendix M show corresponding estimates. Importantly, the p-values reported in the tables show that we cannot reject at the 5% level that the different terciles have the same birth cohort trends.
C. Controls

Table 4 investigates whether the results are robust to the inclusion of controls. For conciseness, we only report results for the continuous specification using a 10-year bandwidth with quadratic trends. Column (1) of Table 4 reproduces the first-stage benchmark (which corresponds to the last column, top panel of Table 1) while column (4) reproduces the 2SLS benchmark (which corresponds to the last column, bottom panel of Table 2). Columns (2) and (5) of Table 4 add the following controls: male, age, age squared, male × age, male × age squared, and indicator variables for the calendar month of birth. To address concerns about population stratification (see Section 3.A), columns (3) and (6) include, besides the controls previously mentioned, the first twenty principal components (PCs) of the participant’s genetic matrix and the interactions of these PCs with either the indicator for being born after September 1, 1957 (in the first-stage) or with school-leaving age (in the 2SLS). The first-stage results in columns (2) and (3) are not sensitive to these inclusions. Nor are the 2SLS results shown in columns (5) and (6). That said, there is evidence that some social stratification in a PGI may remain between historically poorer and richer regions of the UK even after controlling for principal components (Abdellaoui et al. 2019).

D. Alternative SES Measures

Finally, we investigate the concern that data on wages are available only for those UKB participants who reported an occupation. The last two columns of Table 4 report two-stage least square estimates that use as dependent variables either an indicator for having an annual household income of £31,000 or more or a Townsend Deprivation Index (reverse coded). Among the 155,807 UKB participants who dropped out at age 18 or younger, wages are missing for 26.8% of them, income is missing for 14.5% and the Townsend Index for 0.1%. The Townsend Deprivation Index is a measure of the material deprivation of the neighborhoods in which study participants lived.43 Overall, we reach similar conclusions irrespective of whether we use occupational wages, household income (see also Appendix D), or the Townsend index. The exception is that, when we use these alternative outcomes, the returns to schooling no longer vary with neighborhood SES.

43 The Townsend Deprivation Index is constructed from four rates measured at the neighborhood level: (1) unemployment, (2) non-car ownership, (3) non-home ownership, and (4) household overcrowding. Rates were estimated for each output area using the 2001 Census. Participants were assigned the scores of the output areas where their residential postcodes were located.
These results are consistent with the evidence shown in the Appendix E that the fraction missing wages and the fraction missing household income are smooth around the September 1, 1957 birthday cutoff.
Figure 10. Different Birth Cohort Trends for Bottom and Top Terciles

Notes: The figure assesses the sensitivity of the results to the assumption that the birth cohort trends were invariant to early-life advantages. The solid curves show 10-year birth cohort trends for log wages under this assumption. The dashed curves show comparable trends when the top and bottom same.
bottom terciles are allowed to have distinct birth cohort trends (the middle tercile also has its own birth cohort trend; it is not shown for ease of exposition). \( N = 196,813 \) (EA PGI); \( 209,425 \) (family size); and \( 201,425 \) (neighborhood SES). Wages are imputed based on one’s occupation.

### Table 4: Robustness

<table>
<thead>
<tr>
<th>First Stage</th>
<th>2SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>School-Leaving Age</strong></td>
<td><strong>Log Wages</strong></td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>PGI * Post</td>
<td>-0.106</td>
</tr>
<tr>
<td></td>
<td>[0.013]</td>
</tr>
<tr>
<td>Family * Post</td>
<td>-0.124</td>
</tr>
<tr>
<td></td>
<td>[0.016]</td>
</tr>
<tr>
<td>Neighborhood * Post</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>[0.014]</td>
</tr>
<tr>
<td>Post</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>[0.038]</td>
</tr>
</tbody>
</table>

**Notes:** The first six columns of the table assess the robustness to including controls. All columns except for columns (1) and (4) include the following controls: male, age, age squared, male \( \times \) age, male \( \times \) age squared, and indicator variables for the calendar month of birth. To address concerns about population stratification, columns (3) and (6) include in addition the first twenty principal components (PCs) of the participant’s genetic matrix and the interactions of these PCs with either the indicator for being born after September 1, 1957 or with school-leaving age. The dependent variable in columns (1) to (6) is log wages, which are imputed based on one’s occupation. To investigate concerns about missing wages, columns (7) and (8) use as the dependent variable an indicator for having an annual household income of £31,000 or more and the Townsend Deprivation Index (reverse coded). Columns (4) to (8) are restricted to participants who dropped out at age 18 or younger. Robust standard errors between brackets.

### 6. Conclusion

Many consider education to be the “great equalizer” that “levels the playing field,” giving children from different backgrounds similar opportunities of economic success. We investigated whether education weakens the relationship between early-life advantages and later-life SES. In particular, we examined whether the ROSLA, a 1972 compulsory schooling reform in the UK that increased secondary education, reduced disparities between disadvantaged and advantaged children. Besides early, favorable family and neighborhood circumstances, we argue that the genes
a child inherits also represent a source of individual-level advantages. We find that the ROSLA was successful in reducing the differences in education between children from advantaged and disadvantaged backgrounds.

The lack of exogenous variation in our proxies for early-life advantages complicates however the interpretation of these results. In the case of the EA PGI, for example, individual differences in the EA PGI confound genetic differences with differences in socioeconomic background. We exploited that a person’s PGI is randomly assigned conditional on the PGI of their parents to separate between two conflated effects of the reform: (i) its effect on the causal relationship between education and genetics and (ii) its effect on the association between education and one’s socioeconomic background. We find that the ROSLA weakened the relationship between education and one’s socioeconomic background, making the environmental conditions into which a child was born less important for her education. The policy also weakened the relationship between education and one’s genetics, reducing the direct genetic effect. This illustrates how the effect of genetics on education is itself a function of the environment. Even causal genetic effects are not fixed and can be modified by policy.

While the ROSLA reduced educational disparities, the reform was not a “great equalizer.” It did not reduce the wage gaps between individuals from different backgrounds. This is consistent with the idea that education might be more effective in reducing poverty than in promoting mobility (Cameron and Heckman 2001). Our finding contrasts with the impacts of educational reforms in Sweden, Finland, and Norway. The Swedish reform increased the wages of children of less-educated fathers and decreased the wages of children of more-educated fathers (Meghir and Palme 2005); the Finish reform reduced the correlation between the earnings of fathers and sons (Pekkarinen et al. 2009); and the Norwegian reform reduced the gap in earnings between disadvantaged and advantaged children (Bertrand, Mogstad and Mountjoy 2020).

In contrast to the reforms in Sweden, Norway and Finland, the key elements of the British school system did not change with the 1972 ROSLA. This distinction enables us to estimate how returns to schooling vary with children’s background and to identify the role that such differences may play in the intergenerational transmission of SES. We find that advantaged children had higher returns to schooling, which explains why, despite reducing educational disparities, the UK reform did not weaken the relationship between early advantages and wages. In contrast, the Swedish, Finish, and Norwegian reforms shifted a large fraction of disadvantaged children from a
vocational stream with lower returns to schooling to a more academic stream with higher returns.\textsuperscript{44} The contrast between these two types of reforms suggests that differences in the returns to schooling may be an important obstacle in increasing intergenerational mobility (Solon 2004).

There are several possible explanations for why advantaged children had higher returns to schooling. One is school quality. We found higher returns to schooling for children born in more-educated neighborhoods; these children might have gained more skills from the additional schooling if these neighborhoods had higher-quality schools.\textsuperscript{45} An alternative hypothesis is that, due to frictions in migration, children born in less-educated neighborhoods may not have benefited as much from additional education because there were fewer high-paying jobs where they lived (Bergman et al. 2019). Additionally, environmental advantages could have played out at the family-level. Heckman and co-authors have argued that parents play a crucial role in fostering non-cognitive and cognitive skills of their children (Heckman 2000; Cunha et al. 2006), and that these skills increase the returns to schooling of their offspring (Heckman, Stixrud, and Urzua 2006; Urzua 2006). Finally, differences in genetically-influenced characteristics, such as innate ability or physical attractiveness, might also help explain the EA PGI gradient in returns to schooling. Understanding the reasons behind the SES gradient on returns to schooling is crucial for the design of policies to increase mobility and would be an important topic for further research.

One potential way to further our understanding of such underlying factors would be to exploit random family genetic variation coupled with quasi-experimental designs, following the approach implemented in this study. To our knowledge, this study is the first to estimate a gene-by-environment interaction using credibly exogenous variation in both genotypes and environment. Going forward, this design will be essential to deepen our understanding of how nature and nurture jointly shape socioeconomic status.

\textsuperscript{44} Starting in seventh grade, students in Sweden who attended the old school system were tracked into an academic or a vocational stream based on their grades. The reform abolished this selection, giving students the option to choose between three different streams. In Finland, students could also choose between an academic and a vocational track. The reform postponed this choice from age 11 to age 16. In Norway, the reform aimed to improve the quality of the vocational track by integrating more general education into the curriculum and offering vocational students a pathway to college.

\textsuperscript{45} In the US, returns to schooling are larger at regions with higher-quality schools (Card and Krueger 1992; DeCicca and Krashinsky 2020). That said, the limited existing evidence for the UK suggests that the returns to schooling in England and Wales do not vary with school quality (Campbell 2001).
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