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Why?

Granularity bias.
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SUMMARY

Plant productivity ap` = τ` +up`,E [up`] = E [up`up′`] = 0.

In small samples, ū` = N−1` ∑up` 6= 0⇒ τ̂` = N−1` ∑ap` 6= τ`.

Var(τ̂`) > Var(τ`).

“Dartboard” permutation test of Var(τ̂`) = Var(ū`).

Split-sample bias correction.



PERMUTATION TEST

Figure 2: Permutation Test: Sampling Distribution of Variances of Place Effects From 1,000
Random Assignments of Plants Over Places

(a) Location Effects

Empirical Var(ξl̂) = 0.024

Permutations:
Mean Var(ξl̂) = 0.016

Position of empirical Var(ξl̂) in
distribution of permutations:

>1000/1000 
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(b) Location-Industry Effects

Empirical Var(τl̂,i) = 0.048

Permutations:
Mean Var(τl̂,i) = 0.043
Position of empirical

Var(τl̂,i) in distribution of
permutations:

>963/1000
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Note: The panels report kernel density plots corresponding to the sampling distribution of 1,000 economies’ variances of estimated
place effects (Panel (a)) and place-industry effects (Panel (b)). The randomization procedure reassignsMSA IDs over the empirical plant
observations within an industry, preserving the industry-MSA plant count distribution. The vertical dashed line denotes the empirical
variance. Companion Appendix Table A.1 reports additional statistics and robustness. [This figure will be updated once the Census
RDCs reopen.]
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SPLIT-SAMPLE IV
Figure 3: Illustration of Method: Split-Sample Correction of Raw Variance Removing
Granularity Bias

(a) Location Effects

No place effect
γ = 0

Naive Benchmark in Raw Data:
Perfect place effects:

γ = 1

Empirical Relationship:
γ = .216 (SE .039)

-.5
0

.5
1

Pl
ac

e 
ef

fe
ct

 fo
r r

em
ai

ni
ng

 s
am

pl
e 

w
ith

in
 M

SA

-.5 0 .5 1
Place effect for 50% random sample of plants within MSA

(b) Location-Industry Effects

No place effect
γ = 0

Naive Benchmark in Raw Data:
Perfect place effect:

γ = 1

Empirical Relationship:
γ = .126 (SE .014)
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Note: The panels are scatter plots juxtaposing, along the common location or location-industry ID, the estimated place effects from one
split sample on place effects of the other split sample. We also plot two benchmarks. γ = 0 represents the scenario of no place effects
whatsoever, i.e. no relationship between place effects of the split samples; γ = 1 represents the scenario in which place effects feature
no attenuation bias from measurement error such as granularity. The blue line traces out the linear slope from the regression of the
y-axis effects (one split sample) against those of their x-axis neighbor (other split sample). Since the underlying univariate regression
coefficient represents the covariance of the variables on the two axes divided by the variance of the x-axis variable, and since the split-
sample covariance is the bias-corrected estimator of the variance, this coefficient also represents the share of the variance surviving the
bias correction. Note that the denominator, the raw variance of the split-sample, is larger exactly due to heightened granularity bias
going along with the halving of the sample size, so this ratio is around only half the size of the corresponding ratio taking with the raw
variance of the full sample, which forms our preferred and more conservative statistic. [Currently, the plots are based on a sample of
plants older than 5 years (which however make up more than 90% of the sample). Pending Census RDC reopening, the age restriction
will be removed.]
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Interpretation: True variance is 0.216×variance of half sample MSA effects, or
about 40% of variance of full sample MSA effects.



WHAT DETERMINES LOCAL TFP DIFFERENCES?

1 Exogenous: something in the soil.

2 Endogenous agglomeration:

I Knowledge spillovers.

I Local supplier networks.

I Thick labor markets.

3 Correlated measurement error:

I Labor quality sorting.

I Unobserved inputs such as public infrastructure.

I Endogenous utilization of factors due to local demand.

I Local price level.

4 Idiosyncratic plant differences and granularity.



WHEN DOES SCHOEFER-ZIV CRITIQUE APPLY?

Any IV will do.

Immune if explaining place effects (left hand side measurement error).

Structural exercises (e.g. using observed wages) recover TFP, not τ`.

Spatial equilibrium a la Rosen-Roback depends on TFP, not τ` (as
long as idiosyncratic us are not measurement error).

Counterfactuals and policy evaluation may depend on τ`, not TFP.

Does not address correlated measurement error in TFP.



SUGGESTIONS

1 Are highest and lowest place effect MSAs small/few plants?

2 Do exercise for growth rates as well as for levels.

3 Name names: quantitatively re-evaluate existing literature in light of
findings.





Appendix slides


