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Abstract

Ride-hailing services from transportation network companies, such as Uber and Lyft, serve
the fastest growing share of U.S. passenger travel demand. The high use-intensity of ride-
hailing vehicles is economically attractive for electric vehicles, which typically have lower
operating costs and higher capital costs than conventional vehicles. We optimize fleet tech-
nology composition (mix of conventional vehicles (CVs), hybrid electric vehicles (HEVs),
and battery electric vehicles (BEVs)) and operations to satisfy exogeneous trip demand at
minimum cost, and we compare results across scenarios. In nearly all cases, the optimal fleet
includes a mix of technologies. In present and future scenarios for Austin, TX, Los Angeles,
CA and New York, NY, HEVs and BEVs make up the largest portion of vehicle distance
traveled in optimized fleets, and CVs are used primarily for periods of peak demand (if at
all). Across a wide range of scenarios for the three cities, internalizing life cycle air pollution
and greenhouse gas emission externality costs (via a Pigovian tax) leads to increased fleet
electrification, a shift in charging toward periods when the grid is cleaner, and a reduction in
emissions externalities of 12-31% in our base cases and 2-80% across our sensitivity scenarios.
In all cases, the optimal fleet mix, its dispatch strategy, and resulting air emissions change
substantively when air emissions externalities are internalized, suggesting a role for policy.



1 Background

Passenger cars produce the largest share of greenhouse gas emissions within the US trans-
portation sector, which recently surpassed electric power as the country’s highest-emitting
economic sector [1]. Passenger cars also emit substantial conventional air pollution, and
increased mortality from US air pollution (28% of which results from transportation) is
comparable to the number of deaths attributable to automobile accidents, with an annual
social cost of $886 billion [2].

Ride-hailing services are rapidly and dramatically changing the passenger car landscape:
From 2009 to 2017, for-hire vehicles in the United States more than doubled their share
of trips and their daily per capita usage, due primarily to the rapid growth of ride-hailing
services [3], and by 2016, 15% of intra-urban trips in San Francisco were served by Uber and
Lyft [4].

Vehicle electrification has the potential to drastically reduce ride-hailing emissions while
perhaps also lowering operating costs. Electricity is often cleaner and cheaper than gasoline
per vehicle distance traveled (VDT), and for intensively used vehicles lower fuel costs and
operation emissions might offset their higher upfront costs and production emissions. The
Intergovernmental Panel on Climate Change recently stated that electric modes of trans-
portation would “need to displace fossil-fuel powered passenger vehicles by 2035-2050 to
remain in line” with pathways to hold global warming to 1.5◦C [5]. Recognizing TNC elec-
trification’s opportunity to reduce transportation emissions, the California Public Utilities
Commission in 2018 released an initial overview of regulatory approaches that are worth
further research as a means to encourage TNC electrification, including technology man-
dates, distance-based fees on combustion engine usage, and financial incentives [6]. Also in
2018, Uber announced a goal of an all-EV fleet within the city of London by 2025. This
plan’s stated motivation is to reduce pollution, and a per-mile “clean air fee” will fund driver
financing programs [7]. Advances in vehicle electrification and automation may transform
the way ride-hailing services operate [8].

However, the premise that full fleet electrification is a viable or desirable policy goal
warrants further investigation. At the current cost of lithium-ion batteries, battery electric
vehicles (BEVs, which plug in to charge and rely entirely on electricity stored in large
battery packs) have a much higher upfront cost than conventional vehicles (CVs); battery
manufacturing emissions are non-trivial [9, 10]; and, depending on region, timing, and vehicle
design, electric vehicles do not always reduce air pollutant emissions or greenhouse gas
emissions externalities compared to CVs (with lower-income census block groups more likely
to face increased emissions externalities from BEVs) [11, 12, 13, 14]. Furthermore, the
operations of BEVs suffer from logistical constraints of limited range and slower refueling
(charging). BEVs cannot service demand while charging, so a larger fleet is required to satisfy
a given level of demand. BEVs also must detour to recharge, increasing VDT. In contrast,
gasoline hybrid electric vehicles (HEVs, which draw all net energy from gasoline but use
a battery and electric motor to improve efficiency) have no additional range or refueling
constraints, but they do burn gasoline and emit pollution from the tailpipe. In general,
it may be that the lowest-cost or lowest-emission fleet does not use a single homogeneous
technology but, rather, a mixture of technologies, with different duty cycles (peak versus
off-peak) being served by different technologies.

1



We investigate the optimal technology mix and operations of a ride-hailing fleet whose
operator has perfect knowledge of exogenous demand and total control over fleet acquisition
and operations. Control of fleet acquisition may represent ride-hailing companies that own
and lease vehicles in some locales, and centralized vehicle routing may become widespread
as autonomous vehicle technology advances, whereas today’s ride-hailing services only ap-
proximate centralized routing via human drivers responding to price signals. We assess the
policy opportunity of electrification by comparing costs and emissions of pure CV, HEV, and
BEV fleets with mixed fleets across a range of scenarios. By comparing cases that include
or exclude emissions externality costs in fleet optimization, we assess the degree to which
unpriced emissions externalities bias fleet outcomes away from socially optimal solutions
and consider whether policy intervention may be therefore justified on economic efficiency
grounds.

1.1 Background

A body of literature considers operations and outcomes of electrified vehicle fleets, but the
question of electrification’s role within a ride-hailing fleet’s optimal technology mixture and
its impact on resulting emissions is relatively unexplored.

Some studies use agent-based modeling (ABM) to explore operational impacts of ho-
mogeneous all-electric fleets. Bauer et al. (2018) estimate that such a fleet operating in
Manhattan would reduce private costs and emissions relative to a homogeneous fleet com-
posed of either CVs or HEVs; our fleet differs in its optimization of fleet mix under different
objectives and its consideration of multiple cities. Chen et al. (2016) find that electrification
can meet ride-hailing demand while barely increasing empty VDT, but only if the fleet size
is increased [15].

Other studies use an ABM to model trips in combination with a second model. Sheppard
et al. (2019) use ABM to generate simplified operational parameters for a national-scale
optimal sizing of vehicles and infrastructure for an all-electric fleet, finding 12.5 million
vehicles could replace the fleet of 276 million personally owned vehicles. Chen & Kockelman
(2016b) incorporate a logit model choice model into an ABM to estimate that a shared,
autonomous, all-electric vehicle fleet could capture 14% to 39% of all passenger trips within
the Austin, Texas region, depending on pricing [16].

Studies employing ABM use simplifying assumptions or heuristics to model agents’ be-
havior. Those heuristics’ ability to achieve representative behavior or near-optimal behavior
cannot easily be evaluated for each test case, so comparisons across scenarios can conflate
effects of the scenarios with effects of the heuristics. Specifically, it is difficult to determine
the degree to which differences in results across scenarios are due to differences in the sce-
narios themselves or due to differences in the performance of the heuristics across scenarios.
Bertsimas et al. (2018) find that for vehicle routing problems, optimization coupled with
well-designed heuristics increase fleet revenue results by as much as 9% relative to a heuristic
alone and that heuristics perform unevenly across problem instances [17]; it is conceivable
that this 9% gap widens when a fleet’s technology mix is jointly optimized with its routing.
Heuristics are necessary to address city-scale problems at manageable computational cost,
but they introduce challenges for comparing across cases – such as comparing solutions when
air emissions externality costs are or are not internalized. To address this limitation, we pair
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heuristics with mathematical optimization to understand heuristic quality, to gain intuition
on their biases, and to compare fairly across cases.

There is also a separate stream of methodologically-focused research applying optimiza-
tion to the routing of range-limited electric vehicles. These are typically conducted at a
very small scale (exact solutions for 100-200 trips or heuristic solutions for several hundred
more), do not consider external costs, and rarely jointly optimize purchases and routing
even in cases when a fixed mixture of powertrains is assumed [18, 19]. The SI describes
some of these studies in greater detail. Optimizing fleet size and mix at any scale requires
careful model formulation and development of problem-specific heuristics, which this study
contributes for its problem (applied to an instance of 5,000 trips).

Additionally, in the grey literature a 2019 International Council on Clean Transporta-
tion report examined powertrain choice from the perspective of a TNC driver’s personal
investment decision [20]. It found that hybrids may be financially favorable and that battery
vehicles may become favorable around 2023-2028, using assumptions for factors such as the
total distance traveled per year, that, in practice, vary across vehicles in the fleet.

We contribute to the prior literature by (1) constructing a mixed-integer optimization
model with heuristics that make meaningfully-sized problems tractable and provide near-
optimal solutions for fair comparisons across scenarios for three cities and (2) applying the
model to characterize how the optimal technology mix, operations, and life cycle air emissions
externalities of a TNC fleet change across scenarios representing geographic and temporal
variation, uncertainty, and the internalization of air emissions externalities (as a Pigovian
tax passed through to the fleet operator). Our model is also unique in its treatment of vehicle
costs, which incorporates into the optimization the effect vehicle usage has on period of use,
resale value at end of use, and the resulting discounted future cash flow.

We include air emission externalities across the vehicle life cycle from greenhouse gas
emissions (including carbon dioxide, methane, and nitrous oxide) and from criteria air pollu-
tants (particulate matter, nitrogen and sulfur oxides, and secondary particulate matter from
emissions of volatile organic compounds) using reduced complexity models that estimate
health damages caused by emissions of air pollutants. We use TNC trip data from Austin,
Texas to represent TNC demand, but to consider how findings vary from city to city, we also
model Los Angeles and New York by changing parameters related to energy prices, health
damage impacts, and marginal emissions from the electric grid to represent each location. In
each scenario we find the fleet size, technology composition, and vehicle routing combination
that satisfies TNC trip demand (matching origin-destination location and time) at minimum
cost.

2 Results

Across a range of scenarios for three cities—Austin, Los Angeles, and New York City—
we find the optimal fleet composition and operations for (1) minimizing private costs and
(2) minimizing private costs plus air emissions externality costs,1 and we compare resulting
outcomes of policy interest. Each test case has the same total trip-miles, since demand is

1as though the firm faces a Pigovian tax on direct emissions as well as other life cycle emissions passed
through suppliers to the fleet operator without inducing other changes in the economy
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exogenous and must be met, and we present results per trip-mile with outcomes annualized
and monetary values in 2018 USD. Costs labeled as “external” refer to air emissions exter-
nalities from vehicle manufacture and use (computed with a social discount rate of 3%), and
costs labeled as “social” refer to the sum of private and external costs.

In the base test case for each city, we assume a 7% real discount rate used by the fleet
operator, no labor costs, a BEV price of $33,950 (2019 Kia Soul), $50/ton CO2 externality
valuation, the AP3 model of conventional air pollution emission mortality effects, $9.41
million value of statistical life, and the Pope et al. (2019) air pollution concentration-
response function. We use a trip dataset from Austin for all three cities, but private and
external costs related to gasoline (at the tailpipe and refinery) and electricity vary across
cities. These assumptions are discussed in Methods & Materials.

We first describe the impacts of a Pigovian tax on our results and assess the cost reduc-
tions possible through technology mixing. We then summarize key results from an extensive
sensitivity analysis. In the SI we provide additional analysis of base case results and a range
of sensitivity cases.

2.1 Impact of a Pigovian tax

Figure 1 summarizes private, external, and social cost results for each city when optimized
with and without a Pigovian tax. Across cities in our base case, a Pigovian tax leads the fleet
to purchase and dispatch its vehicles in a manner that raises private costs per trip-mile by
1% to 2% but reduces emissions externalities per trip-mile by 12% to 31%. Reduced external
and social costs are greatest in Los Angeles, where fuel emissions externalities are high and
electricity generation externalities are low relative to the other cities modeled. They are
smallest in New York City, where the external costs of electricity generation are highest of
the three cities.

To put these per trip-mile results in context, a recent Fehr & Peers consulting report
estimated that Uber & Lyft drive 104 million monthly trip-miles in Los Angeles [21]. Mul-
tiplying those trip-miles by the 0.8¢/trip-mile increase in private costs and 2.1¢/trip-mile
decrease in externalities, we can roughly estimate private cost increases of $11 million and
external cost reductions of $27 million per year in Los Angeles.

The net effect of these cost changes is a reduction in overall social costs ranging from 1%
to 2%. While this net effect is small, the distributional impacts are significant since the tax
shifts the fleet’s external costs away from the public, many of whom do not benefit from the
fleet’s services, and onto the fleet operator (and potentially its customers).

These external cost reductions are accomplished in each city by shifting away from gaso-
line usage (in CVs and HEVs) and increasing electricity usage (in BEVs). Figure 2 illustrates
for each city, with and without the Pigovian tax, the vehicles purchased and the annual miles
driven by cars of each powertrain type. For all three cities the Pigovian tax results in in-
creased fleet electrification, both per vehicle and per mile, but the details of each city’s
private-optimal and socially-optimal fleets differ:

• In Austin, where gas prices are low relative to other modeled cities, a private-cost-
minimizing fleet is composed of a majority of CVs, but those CVs are primarily used
infrequently, during periods of relatively high demand, while HEVs serve as “baseload”
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Figure 1: Average private costs (colored black), external costs from air emissions (colored
red), and social costs (private + external) per trip-mile for TNC fleets in three cities optimally
purchased, routed, and charged to minimize private costs while either excluding or including
a Pigovian tax on air emissions externalities. The percentage change in each cost component
caused by internalizing those externalities is annotated. Assumed private and external costs
of energy inputs vary across cities as described in Sections 4.5 and 4.6. All cases use a 7%
real private firm discount rate, no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton
CO2 externality price, the AP3 damage model, $9.41 million (2018) value of statistical life,
and the Pope et al. (2019) concentration-response function.

supply and are responsible for a plurality of total miles driven. When air emissions
externalities are internalized, the fleet uses BEVs to serve baseload and HEVs for
nearly all remaining trips, almost entirely eliminating CV usage.

• In Los Angeles, a private-cost-minimizing fleet uses no CVs due to higher gasoline
prices. Instead, BEVs serve a majority of demand with HEVs used primarily in periods
of high demand. Due to high gasoline externalities and low electricity externalities, a
Pigovian tax results in a fleet that is almost entirely composed of BEVs.

• In New York City, where gasoline is more expensive than Austin but cheaper than Los
Angeles, a private cost-minimizing fleet relies heavily on HEVs, using a mix of BEVs
and CVs for high demand periods. A Pigovian tax eliminates CVs from the fleet
and makes the fleet majority-BEV, but due in part to high externalities of electricity
generation, HEVs are still used as baseload.

Across the three cities, the number of BEVs in the optimal fleet increases by 59% to 280%
when a Pigovian tax is imposed on the fleet, and BEVs’ total vehicle-distance traveled
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Figure 2: Vehicle purchases (x-axis) and average utilization (y-axis) by powertrain type
for cost-minimizing fleets when excluding (left) and including (right) a Pigovian tax on air
emissions. Private and external costs of energy inputs vary across cities. All cases use a 7%
real private firm discount rate, no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton
CO2 externality price, the AP3 air emissions damage model, $9.41 million (2018) value of
statistical life, and the Pope et al. (2019) concentration-response function.
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increases by between 17% to 155%. HEVs serve virtually all of the remaining demand in
these three Pigovian tax cases, while CVs are at or near 0% of the fleet’s purchases and
distance traveled.

2.2 Value of optimally mixing technologies

Across cities, a fleet that optimally determines the mixture of powertrains to purchase and
dispatch substantially reduces its private costs and the air emissions externalities it produces.
Figure 3 illustrates each cost component for four fleet configurations: (1) an all-CV fleet
optimized for private costs with no Pigovian tax on emissions externalities (arguably closest
to the business-as-usual case of present-day fleets); (2) the same fleet facing a Pigovian tax;
(3) a mixed fleet optimized for private costs; and (4) the same fleet facing a Pigovian tax. For
an all-CV fleet, internalizing emissions externalities has virtually no ability to reduce them
because routing decisions for CVs that minimize private fuel and capital costs also nearly
minimize external costs (a very small reduction occurs because internalizing externalities
alters tradeoffs between energy usage and distance-based acquisition costs).
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Figure 3: Average private costs, external costs from air emissions, and social costs (private +
external) per trip-mile for TNC fleets in three cities, considering an all-conventional vehicle
fleet (“CV Only”) and an optimally mixed fleet (“Optimal Fleet”) with and without a
Pigovian tax on air emissions externalities. The percentage cost reduction relative to the
“CV Only, No Tax” case is annotated. Assumed private and external costs of energy inputs
vary across cities. All cases use a 7% real private firm discount rate, no labor costs, $33,950
BEV price (2019 Kia Soul), $50/ton CO2 externality price, the AP3 damage model, $9.41
million (2018) value of statistical life, and the Pope et al. (2019) concentration-response
function.
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Relative to an all-CV fleet, an optimally mixed fleet reduces private costs by 5% to 14%
and reduces emissions externalities by 24% to 83%. In the SI, we also compare the optimal
mixed fleet to optimal homogeneous fleets composed of either CVs HEVs, or BEVs. Across
the three cities, the best homogeneous fleet does not depend on a Pigovian tax: it is all-
HEV in Austin and New York City and all-BEV in Los Angeles regardless of whether a tax
is included. Relative to the best homogeneous fleet, the mixed fleet optimized without a
Pigovian tax reduces private costs by 1% to 4%, and the mixed fleet with a Pigovian tax
reduces social costs by 2% to 4%.

Unlike all-CV and all-HEV fleets, internalizing an all-BEV fleet’s emissions externalities
can shift charging to lower-polluting times of day to reduce externalities, as shown in the SI.
The magnitude of this reduction ranges from 2-4% depending on scenario.

2.3 Sensitivity to model inputs

Here, we briefly summarize findings across additional test cases. The SI contains more
exhaustive results from a larger set of sensitivity cases.
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2.3.1 Damage model and social cost of carbon

Our base case assumes a $50/tonne CO2 externality valuation and uses the AP3 reduced
complexity model to estimate health damages from criteria air pollutants. Using a very high
CO2 externality valuation of $300/tonne increases private-optimal externality estimates by
a factor of roughly two to three across cities and leads the fleet to use nearly all BEVs,
reducing externalities as much as 43% (in Austin).

Using either EASIUR or InMAP, two alternative reduced complexity models, rather
than AP3 leads to similar or increased BEV uptake in Pigovian tax scenarios, and it leads
to estimated externality reductions as high as 81% (in New York City using InMAP).

2.3.2 Fleet operator discount rate, car resale, and labor compensation

Our base case assumes that the fleet pays drivers no hourly wages (instead assuming either
a flat percentage of fare or driverless cars) and makes its decisions using a 7% real discount
rate for future operation costs and future resale value of its vehicles at the end of TNC use
(resale value estimation described in Section 4.5, Eqn. 3).

Using a lower discount rate of 1%, the fleet places greater value on the future cash flow
from reselling each car; this reduces the capital cost advantage of CVs and they are used
negligibly even when minimizing private costs. With a higher discount rate of 13%, the
capital cost advantage of CVs increases, but when a tax is introduced, they still serve less
than 29% of VDT and BEVs still serve 31%-99% of VDT.

If we instead assume fleet vehicles have no resale value, outcomes shift slightly. This
is because our resale value regression model estimates faster depreciation for BEVs than
for HEVs, and faster depreciation for HEVs than for CVs. This means when resale value
is removed, CVs’ lower effective purchase costs increase by more than HEVs or BEVs in
percentage terms, but the gap is narrow in absolute dollar terms. When minimizing private
costs in Austin, for example, CVs fall from 26% in the base case (7% discount rate) to 23%
of total VDT (no resale value).

If we assume the fleet pays its drivers an hourly wage of $12, including when BEVs must
go out of service to recharge, BEV VDT decreases by 17% (in Los Angeles) to 78% (in
Austin).

2.3.3 Battery capacity increases and cost reductions

Our base case cases uses the 2018 Kia Soul with a retail price of $33,950 and a 30 kilowatt-
hour (kWh) battery. If we assume its battery cost were to fall by $5,000 (a cost reduction of
$167/kWh) then the private cost-minimizing fleet would be majority-BEV in each city and
a Pigovian tax would lead BEVs to serve 59%-99% of VDT.

If we instead used a 2020 Chevrolet Bolt as the reference vehicle, with a price of $36,620
and a 66 kWh battery, a tax increases electrification slightly in Austin, where the higher
sticker price makes BEVs less competitive as baseload, and increases it slightly in New York
City, where each BEV can serve additional trips in high-demand periods. In Los Angeles,
where BEVs already served a nearly all VDT, they serve roughly the same share of VDT
but require fewer purchases to do so.
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3 Discussion

Our results consistently suggest that internalizing air emissions externalities results in a
greater degree of electrification (shift from CV to HEV and BEVs and shift from HEV to
BEV) as well as operational changes that together reduce air emissions external costs (by
12% to 31% in the base case and 2% to 81% in sensitivity cases, depending on the city),
and lower social costs (by 1% to 2% in the base case and 1% to 18% in sensitivity cases,
depending on the city). This suggests a potential role for policy because when emissions
externalities are unpriced, firms have incentives to improve economic efficiency by lowering
private cost, increasing air emissions, implementing a lower degree of electrification, and
charging BEVs when the grid is less clean than socially optimal. While the social cost
improvement is fairly small across most of the scenarios examined, the change in who bears
the cost can be significant. As one very rough estimation of magnitude, multiplying our
results for percentage reduction in external costs per trip-mile by one consulting report’s
estimate of monthly TNC trip-miles in Los Angeles (our only analysis city covered by that
study),[21]–the result would represent around $27 million dollars of annual environmental
and health outcomes for that city.

Pigovian taxes offer efficiency and flexibility, but in the absence of such an option, other
policies that encourage similar outcomes, such as policies encouraging increased electrifi-
cation, could potentially improve economic efficiency. However, any such policy should be
designed with care. A blunt instrument favoring one technology over others may not be
desirable because (1) the optimal fleet is generally a mixed fleet; (2) beyond fleet composi-
tion, it is important how intensively each vehicle type is used; and (3) factors that vary with
location and over time, like energy prices, vehicle cost, population density, and grid emission
factors, can dramatically change the degree of electrification that is optimal.

These results should be interpreted in context. We model a single ride-hailing firm with
perfect information and full control of fleet acquisition and operation that must meet all
demand. In practice, current ride-hailing fleets in the US are staffed by workers who choose
their own vehicles, which are often serve dual uses as personal vehicles, and choose when to
work in response to price incentives. Ride-hailing fleets also have limited ability to anticipate
future demand. Our model may approximate today’s dispatch to the degree that accurate
demand prediction is possible and to the degree that drivers respond to incentives about
when to work, but we ignore the pricing mechanisms altogether, as well as the potential for
dual-use vehicles. Our model may be a better approximation of a future automated fleet
centrally owned and routed by the ride-hailing firm.

Ride-hailing services also need not meet all demand at the exact start and end time they
were served in the RideAustin data. Flexibility on passenger pickup and dropoff time could
improve system efficiency and potentially change optimal fleet composition and operations
[22].

Despite these limitations, the ability to observe changes in optimal fleets under a variety
of scenarios helps in developing intuition about fleet technology choices and operations as
well as implications of failing to price externalities.

We discuss a range of additional cases and considerations in greater depth in the SI.
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4 Materials and Methods

We construct an optimization model to choose fleet composition (mix of CVs, HEVs, and
BEVs) and operations (vehicle routing and BEV charging) in order to minimize the cost of
satisfying exogeneous demand (origin and destination location and time) under a range of
scenarios. We first describe our model and the customized methods we develop to solve it
at scale, and then we describe the data that we use to instantiate the model.

4.1 Optimization Model

Figure 4 illustrates our modeling framework with an example. Vehicle purchase choices
determine the vehicles available to dispatch (left). Routing options, jointly optimized with
purchases, are represented using a graph, where each vertex (dot) represents a specific place
and time, and the arcs connecting them include available options for:

• Trip arcs: passenger trip requests that must be served

• Charging arcs: spending time parked at a charging location for recharging a battery
or waiting for the next trip

• Dispatch arcs: routing of a vehicle from its home base to the first served trip

• Return arcs: routing of a vehicle from its final served trip back to its home base

• Relocation arcs: routing of a vehicle from the end of one passenger trip to the beginning
of a next passenger trip or between passenger trips and recharge locations

Figure 4: Illustration of time-space graph showing passenger trips (red), charging arcs (yel-
low), dispatch arcs (gray), and relocation arcs (blue). Some arcs are omitted for simplicity.
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In describing our model, we first define the full mixed-integer linear programming (MILP)
model FullMILP used to represent this problem then describe a set of heuristics that we use
to improve scalability.

4.2 MILP formulation

Our FullMILP formulation, shown in Table 1, finds the cost-minimizing fleet technology mix
and assignment of vehicles to trip arcs where the set of decision variables X includes the
number of vehicles nk of each powertrain type k purchased, assignments ak,i,j of vehicles
k to arcs (i, j), charge level qk,t and energy charged from the grid ∆qCHG

k,t for each vehicle
k at each discrete time point t, and total annualized capital cost κk for each vehicle type
(determined by vehicle utilization levels) for all vehicle types k ∈ K, arcs (i, j) ∈ A, and
times t ∈ T . The full set of notation is shown in Table 2.

In all test cases, the objective function, Eq.(1a), sums the relevant vehicle purchase costs
κk, gasoline and per-mile maintenance costs ck,i,j, and time-varying battery charging costs ct.
In cases where air emissions externalities are internalized, τ = 1, so the fleet also considers
a Pigovian tax on externalities from manufacturing emissions δk, tailpipe and fuel refining
emissions dk,i,j, and grid emissions dt.

At the core of FullMILP are equations that are standard for many vehicle routing prob-
lems. Constraint 1b ensures preservation of flow for each vehicle through the network (forcing
vehicles to return to the depot after serving trips), Constraint 1c requires that all passen-
ger trips be satisfied, and Constraint 1d requires that a vehicle must be purchased to be
dispatched. The remainder of the formulation is customized for our case.

Constraints 1e–1f model capital costs and manufacturing damages. For all vehicles,
Constraint 1e uses a set of linear constraints Ω to define a convex piecewise linear cost floor
representing the sum of annualized vehicle costs, including salvage value, which is a function
of vehicle assignment. We discuss this aspect of our formulation in more detail in the SI.

Constraints 1h-1i manage BEV charge level. Constraint 1g applies to timesteps at which
regular interval charging timesteps begin (default 15-minute intervals), defines charger usage,
and tracks charge level changes. Constraint 1h applies to all other timesteps, at which there
is no charging option, so that charge level is fully determined by traversed arcs’ energy
requirements. Constraint 1i enforces bounds of BEV charge levels. The implied amount of
electricity purchased from the grid is quantified for the objective function in the “where”
statement as the change in charge unexplained by travel.

The set of vehicle types k ∈ K indexes individual vehicles for BEVs (each with binary
purchase and routing decisions) but groups vehicles into types for CVs and HEVs (with
integer purchase and routing decisions) for computational efficiency. This grouping means
that FullMILP assumes refueling time and routing of CVs and HEVs are negligible, such
that individually tracking fuel level is unnecessary and FullMILP need not separately index
each car. Aside from these refueling implications, CV and HEV dispatch are otherwise
representative of a fleet of discrete vehicles.
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Table 1: Formulation of the FullMILP optimization problem.

minimize
X

∑
k∈K

κk +
∑

(i,j)∈A
ck,i,jak,i,j +

∑
k∈K

∑
t∈T+

ct∆q
CHG
k,t +

Minimize private and exter-
nal car, fuel, and electricity
costs

(1a)

τ

∑
k∈K

δk +
∑

(i,j)∈A
dk,i,jak,i,j +

∑
k∈K

∑
t∈T+

dt∆q
CHG
k,t


subject to ∑

i∈V
ak,i,j =

∑
i∈V

ak,j,i ∀k ∈ K, j ∈ V\{r, s}
Flow is preserved across
nodes
except source and sink

(1b)

∑
k∈K

ak,i,j = ni,j ∀(i, j) ∈ {A : ni,j > 0} Demand is satisfied (1c)

∑
j∈V\r

ak,r,j = nk ∀k ∈ K Dispatched cars are pur-
chased

(1d)

κk ≥ αCOSTS
ω,k nk + βCOSTS

ω,k

∑
(i,j)∈A

mi,jak,i,j ∀k ∈ K, ω ∈ Ωk
Per-vehicle private capital
costs vary with usage

(1e)

δk ≥ αDAMAGES
ω,k nk + βDAMAGES

ω,k

∑
(i,j)∈A

mi,jak,i,j ∀k ∈ K, ω ∈ Ωk

Per-vehicle manufacturing
external costs vary with
usage

(1f)

qk,t+1 ≤ qk,t +
∑

(i,j)∈{A:ti=t}
ak,i,j∆qMAX

k,i,j ∀k ∈ KB, t ∈ TQ
BEV charge level is tracked
(times with a charger start-
ing timeslot)

(1g)

qk,t+1 = qk,t +
∑

(i,j)∈{A:ti=t}
ak,i,j∆qMAX

k,i,j ∀k ∈ KB, t ∈ T \TQ
BEV charge level is tracked
(times with no charger start-
ing timeslot)

(1h)

0 ≤ qk,t ≤ qMAX
k ∀k ∈ KB, t ∈ T

Charge level does not exceed
battery capacity

(1i)

ak,i,j ∈ {0, 1}, nk ∈ {0, 1} ∀k ∈ KB, (i, j) ∈ A
BEV routing and purchase
decisions are binary

(1j)

ak,i,j ∈ Z+, nk ∈ Z+ ∀k ∈ K\KB, (i, j) ∈ A
CV & HEV routing and pur-
chase decisions are integral

(1k)

qk,t ∈ R+ ∀k ∈ KB, t ∈ T
BEV charge level is always
nonnegative

(1l)

κk ∈ R+ ∀k ∈ K Per-vehicle private capital
costs are nonnegative

(1m)

δk ∈ R+ ∀k ∈ K
Per-vehicle manufacturing
external costs are nonnega-
tive

(1n)

where

∆qCHG
k,t = qk,t+1 − qk,t +

∑
(i,j)∈{A:ti=t,∆qMAX

k,i,j <0}

ak,i,j∆qMAX
k,i,j ∀k ∈ KB, t ∈ TQ

Charging of each BEV at
each timestep equals charge
change minus routing losses

(1o)

12



Table 2: Sets, decision variables, and input parameters
Label Type Description
X Set All decision variables
V Set Vertices representing points in space-time
A Set Arcs connecting feasible pairs of vertices in V
K Set Vehicles or vehicle types (BEVs are represented individually, whereas

CVs and HEVs are each tracked as a group)
KB Set Battery electric vehicles (subset of K, indexed individually)
T Set All unique arc start and end times
TQ Set All unique charging arc start times (subset of T )
Ωk Set Linear constraints that make up the piecewise linear convex cost floor for

capital cost κk for vehicle type k
nk Variable Number of vehicle k purchased (BEVs are tracked individually, whereas

CVs and HEVs are tracked as a group)
ak,i,j Variable Assignment of vehicle k to arc (i, j)
qk,t Variable Charge level of vehicle k at time t
∆qCHG

k,t Variable Energy charged to vehicle k from the grid at time t

κk Variable Private acquisition cost for vehicle k
δk Variable Manufacturing damages for vehicle k
τ Parameter Flag controlling whether air emissions externalities are included as a tax
r Parameter Source vertex from which all routes originate
s Parameter Sink vertex at which all routes terminate
ti Parameter Time of vertex i
ni,j Parameter Number of trips requested along arc (i, j)
mi,j Parameter Travel distance along arc (i, j) (annualized)
mMAX Parameter Maximum lifetime travel distance of a vehicle
qMAX
k Parameter Energy capacity of vehicle k (∞ for CVs and HEVs)
ck,i,j Parameter Private cost for vehicle k to traverse arc (i, j)
dk,i,j Parameter External cost from vehicle k traversing arc (i, j)
ct Parameter Private cost per kWh of electricity from the grid at time t
dt Parameter External cost per kWh of electricity from the grid at time t
∆qMAX

k,i,j Parameter Maximum energy change for car k induced by travel on arc (i, j) (positive for

charging arcs, negative for all others)
αCOSTS
ω,k Parameter Intercept term for line ω, representing a portion of the convex piecewise linear

VDT-dependent capital costs
βCOSTS
ω,k Parameter Slope term for line ω, representing a portion of the convex piecewise linear

VDT-dependent capital costs
αDAMAGES
ω,k Parameter Intercept term for line ω, representing a portion of the convex piecewise linear

VDT-dependent manufacturing external costs
βDAMAGES
ω,k Parameter Slope term for line ω, representing a portion of the convex piecewise linear

VDT-dependent manufacturing external costs
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4.3 Heuristics

Solving the FullMILP problem with a standard commercial solver is impractical for city-
scale problems with thousands of trips, particularly due to BEV charge constraints. To
improve scalability, we introduce a set of customized heuristics that reduce problem size and
tend to discover solutions quickly, allowing us to find near-optimal solutions to a sample
of 5,000 trips. This is a larger instance than commercial tools can solve for many vehicle
routing problem variants in reasonable time and larger than the optimization state of art
for exact solutions (200 trips) described in the SI. We solve FullMILP first via a sequence of
optimizations and heuristics:

1. A novel MCF VaryingFleetSize heuristic reduces problem size by taking all feasible
relocations from each trip to potential next trips and eliminating relocations that are
likely to be higher-cost and therefore unused in optimal routing solutions. It adapts
prior work [17] and uses MCF CarLimit, a customization of the widely-known minimum-
cost network flow problem [23].

2. A novel ShrinkingBattery heuristic builds an initial feasible solution from an aggre-
gated simplification of the electric subset of the vehicle fleet, iteratively making the
aggregation more realistic.

3. A customized variant of a widely-used RuinAndRecreate heuristic randomly selects
pieces of the solution to re-optimize, improving the
ShrinkingBattery solution.

4. The full FullMILP formulation is executed, taking the best solution found by Steps
1-3 as a starting point and upper bound on cost. It measures solution quality relative
to a lower bound on cost defined by FullMILP’s linear relaxation, which is iteratively
tightened. In many of the cases we test, this step simply verifies that the upper bound
found by Steps 1-3 is within tolerance of the solution, but in some cases this step also
improves the solution.

The MCF VaryingFleetSize, ShrinkingBattery, and RuinAndRecreate heuristics con-
stitute a substantial portion of this study’s contribution—and this research question would
be unanswerable at meaningful scale without them—but because they are all tools to help
solve the FullMILP formulation, we present their underlying intuition and algorithmic steps
in the SI.

4.4 Passenger trip data and driver relocations

We instantiate the model using a dataset of 1.5 million passenger trips from June 6, 2016
to April 13, 2017, released in 2017 by RideAustin, a nonprofit ride-hailing service in Austin,
Texas. We extract passenger trip origin and destination, starting and ending timestamps, and
distance traveled to define trip arcs ni,j. We sample down to 5,000 trips using the weekday-
season categories shown in SI Figure S11, plus a separate category for the high-demand
days of the South By Southwest Festival. The number of trips sampled from each category
is proportional to average daily demand (which increased season to season as RideAustin
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became more popular), and costs and distance values (which affect capital costs of each
vehicle) are scaled up to annual quantities based on the number of days per year represented
by each category. For tractability, we use k-means clustering to group locations into 25
clusters and round times to the nearest 3 minutes. Because efficiency varies with driving
conditions [12], we estimate each trip’s efficiency for each powertrain type using average
speed, computed from the known distance and duration, and interpolating efficiency (gallons
or kWh per mile) between standard test city and highway drive cycles (EPA drive cycles
with average speeds of 21.2 and 48.3 miles per hour, respectively) [24].

RideAustin data does not include travel between passenger trips. For every potential
relocation from each trip to each subsequent trip (or charging node), we estimate the required
distance traveled and duration using k-nearest neighbors regression [25] on the RideAustin
trips. This method and its implications are described further in the SI.

Relocations from prior trip to next trip were disallowed if the actual time gap (from the
first trip’s end to the second trip’s start) were shorter than the estimated relocation duration
or longer than 30 minutes. For tractability, vehicles may chain trips more than 30 minutes
apart but must park at the central charge station depot between trips. When the estimated
duration is shorter than the time gap between trips, we assume the vehicle travels at the
estimated speed for the estimated trip duration, then idles for the remainder of excess time
(assuming the combustion engine, if applicable, is shut off using a start-stop system). For
relocations between passenger trips and the charging station or the source/sink nodes, we
instead assume the vehicle parks immediately at the station and departs the station as late
as possible.

4.5 Vehicle and charger technology

We model a typical present-day ride-hailing vehicle with otherwise-identical CV, HEV, and
BEV counterparts. For model year 2018 in the United States market, there are five light-
duty passenger vehicles with BEV and CV variants. Of those, the Kia Soul is best-suited
for ride-hailing due to sufficient backseat space, so we adopt it for this study. SI Figure S19
shows that its efficiency and range are representative of present-day BEVs excluding Teslas
(too expensive for mass-market TNCs), the Chevrolet Bolt, and the BYD e6.

We assume one charging station (also the depot from which all vehicles must begin and
end trip chains) and place it at the centroid of all trip origin-destinations. Because our
results do not show substantial increase in VDT from BEVs routing to and from charging
stations, we do not consider sensitivity cases with more charging stations. There is no
capacity constraint for charging or parking at this location. The charger is the fast-charger
specification (CHAdeMO) that is compatible with the Soul, which can charge its 30 kWh
battery to 90% in 46 minutes (linearized to a rate of 35.2 kWh/hour for simplicity). The
BEV has an MSRP of $33,950, a city efficiency of 27.3 kWh/100 miles, and a highway
efficiency of 36.1 kWh/100 miles. The middle-trim version of the Soul CV is used, with
an MSRP of $20,500, city efficiency of 26.1 miles per gallon (mpg), and highway efficiency
of 30.9 mpg. The hypothetical hybrid version of the Soul’s parameters are estimated using
differences in cost and efficiency between the similarly-sized Kia Optima sedan’s gasoline and
hybrid variants, resulting in a cost of $25,000, a city efficiency of 40.7 mpg, and a highway
efficiency of 39.7 mpg. CV and BEV variant efficiencies are taken from the fueleconomy.gov
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[26]; their MSRPs were accessed from the manufacturer’s product websites.
In the base case of present-day Austin, energy prices come from EIA-estimated 2017

Austin Energy annual averages for transportation sector retail electricity prices (10.90¢/kWh)
and gasoline prices for 87-octane gasoline ($2.20). [27, 28].

To annualize vehicle purchase costs, the MSRP minus a discounted future cash flow from
resale of the vehicle (whether due to high mileage or age) is multiplied by a capital recovery
factor F , shown in Equation 2:

fCR (r,N) =
r (1 + r)N−1

(1 + r)N − 1
(2)

where N is the age, in years, of the vehicle at which it ceases fleet operation and is sold
in the used car market (N may be non-integer) and r is the discount rate. Note that this
capital recovery factor is for equivalent annual payments from years 0 to N − 1 (rather than
years 1 to N).

We assume that vehicles are retired from the fleet and sold in the used market after
NMAX years or dMAX miles, whichever happens first. Given a private firm discount rate r,
a vehicle purchase price p, and vehicle resale value function v(N, d) that depends on age N
and annual distance traveled d, the private costs of each vehicle investment are:

κ =

(
1− v(N, d)

(1 + r)N

)
p× fCR(r,N) (3)

where N = min(NMAX,
dMAX

d
) and d is defined for each vehicle k as

∑
(i,j)∈Ami,jak,i,j. Here

we use the symbol κ for capital cost loosely because the MILP model treats κ as a decision
variable bound below by a set of constraints that represent a piecewise linear convex function
approximating Eq(3). We describe this in more detail in the SI.

We assume a private firm real discount rate of 7% (with annual inflation of 2%), a
maximum vehicle age of NMAX = 12 years, and a maximum VDT of dMAX = 170, 000
miles, based on Argonne National Laboratory’s Greenhouse gases, Regulated Emissions, and
Energy use in Transportation Model (GREET) [29]. For each powertrain type, a separate
regression (described in the SI) estimated the relationship between age, miles driven, and
resale value using resale values queried from Kelley Blue Book.

4.6 Air emission externality costs

In scenarios where external costs of emissions are considered, air emissions externalities from
the manufacturing stage are added as a Pigovian tax on vehicle investments:

TMFG =
∑
i∈P

γMFG
i cP

i (4)

where P is the set of pollutants considered, γMFG
i is the quantity of pollutant i produced

during manufacturing, and cP
i is the external cost per unit of pollutant i emitted. We consider

greenhouse gas emissions from CO2, methane, and N2O; we consider health damages from
PM2.5, SOX, and NOX, and VOC.
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To compute external costs per unit of greenhouse gas emissions, we adopt the social cost
of carbon $50 per ton of CO2 equivalent estimated by the Interagency Working Group on
the Social Cost of Carbon [30]. For conventional air pollutants, external costs depend on
emission location and we use the AP3 model [31] to compute and monetize estimated health
damages associated with these emissions. AP3 is one of several reduced complexity models
that estimate health impacts resulting from air pollution. In contrast to the estimates
generated by complex chemical transport-based air pollution models, reduced complexity
models generate estimates at an acceptable level of accuracy while enabling estimates to be
found for large numbers of scenarios quickly.

We adopt estimates of emissions from manufacturing each vehicle technology from GREET
[29], adjusting inputs to the modeled vehicles’ curb weight and battery weight, and we as-
sume that manufacturing emissions from each production step occur in U.S. counties where
similar economic activity occurs. When air emission externalities are included, p in Eq.(3)
is the vehicle’s MSRP + TMFG. When externalities are excluded, p is simply the vehicle’s
MSRP. The SI includes further details and input values.

Air emission externalities associated with vehicle operations were estimated in a similar
manner.

TOP =
∑
i∈P

γOP
i cP

i (5)

As with manufacturing emissions, we use the social cost of carbon and AP3 to estimate
damages per unit of pollutant emitted from vehicle operations. We adopt GREET tailpipe
emissions estimates for each technology, compute emission rates per gallon of gasoline con-
sumed, and adjust rates based on the fuel consumption rate of each vehicle technology on each
route arc. We assign tailpipe emissions to each scenario’s relevant county (Travis County,
TX in the base case of Austin). For upstream emissions associated with BEV charging, we
use estimates of emissions damages from power plants that act at the margin in the eGrid
subregion containing the city for each scenario (ERCOT in the case of Austin) based on
updated data from Siler-Evans et al. (2012) [32, 33], averaged by season and hour of day in
2017. For upstream emissions associated with feedstock production and transportation for
making gasoline and fuel for power plants, we use emissions quantities from GREET and
AP3 damage factors of refinery counties in the city’s region (described further in SI).

All non-grid damages reflect AP3 damages from a Center for Air, Climate, and Energy
Solutions database [31, 34]. For emissions damages from all sources, we use the AP3 damage
model, a value of statistical life of $9.41M (2018), a carbon price of $50/ton, and the Pope
et al. (2019) concentration-response relationship [35].
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Supporting Information Text53

Section 1 provides further analysis of the base case results that were described in the main text and lists some limitations of54

the modeling results described in this study. Section 2 contains additional result sets for a battery of additional test cases,55

varying input parameters or modeling assumptions. Section 3 summarizes the data and modeling assumptions that were used56

to determine inputs for each analysis region’s base case. Section 4 describes prior optimization literature relevant to this study’s57

optimization model and describes in detail the mathematical formulation and heuristics used.58

1. Additional discussion of results59

A. Base case results analysis. To accompany the base case results presented in the main text, Figures S1 and S2 show the60

breakdown of private and external costs, respectively, into subcomponents. These subcomponent values each depend largely on61

the powertrains that are in use; BEVs and HEVs tend to cost more to purchase but have lower maintenance and energy costs.62

Figure S1 shows that vehicles make up the largest portion of private costs, an effect made more pronounced when a Pigovian63

tax induces the fleet to purchase HEVs and BEVs despite their higher sticker price. In cities where a fleet shifts very heavily64

towards BEVs, such as Los Angeles under a Pigovian tax, private gasoline cost reductions are not offset by equally large private65

electricity cost increases.66

Figure S2 shows that when there is no Pigovian tax, tailpipe emissions are the largest component of external costs (except67

in Los Angeles, where BEVs make up the majority of the fleet). Across cities, whether manufacture, refinery, or grid emissions68

make up a larger portion of emissions depends on which powertrain dominates the fleet mix. A Pigovian tax, by consistently69

encouraging the purchase of additional BEVs, leads to higher manufacturing emissions; however, those are consistently smaller70

than both refining and tailpipe emissions reductions.71

B. Model limitations. This study’s results should be interpreted within the context of its limitations, which result from a72

combination of modeling choices and computational challenges. Some key limitations include:73

• Our implementation of a Pigovian tax is entirely applied to one sub-sector of the economy. This means that our model74

does not take into consideration economy-wide effects that a Pigovian tax on air emissions externalities would have (such75

as shifting the grid toward a cleaner mix, reducing damages from charging BEVs).76

• We only consider externalities arising from air emissions and ignore the costs of congestion and accidents, assuming they77

are comparable across vehicle technologies. However, if we were to include them, it may change the balance of capital78

versus operating costs and could potentially have an effect on the optimal technology mix and fleet operations.79

• Our approach to building representative daily samples of demand relies on random sampling from groupings of similar80

days (e.g., winter weekdays). Because of this sampling approach, our model may tend to “smooth out” bursts of demand81

that may happen on specific days, e.g. when there is unusually high congestion.82

• The assumption of perfect demand information across the modeling period metrics of interest, such as deadheading ratio,83

overly optimistic. Similarly, assuming perfect demand and cost information enables the fleet to schedule BEV charging in84

a lower-cost manner than would be possible for a fleet that needed to be robust to uncertainty.85

• This model does not consider how differences in climate across analysis regions (or across seasons within a given analysis86

region) may impact each powertrain’s temperature-dependent efficiency or how much air conditioning load the vehicle is87

burdened with. Prior studies have shown that regional climate differences can influence which powertrain is optimal in a88

given area. (1)89

• Due to computational challenges in optimizing the operations of plug-in hybrid electric vehicles (PHEVs), which can90

operate in either charge-depleting or charge-maintaining mode, PHEVs were excluded from this model. Given their91

flexibility to only use the internal combustion engine when the battery is too low, it is easy to imagine that PHEVs may92

play a role in the optimal fleet mix.93

• For reasons of computational tractability, this model includes only one battery charging station, which also serves as the94

depot where vehicles must originate from and end their tours. This limitation would bias results away from BEV usage if95

demand were uncertain or if charging stations had finite capacity. However, the fact that all-BEV fleets show only a very96

slight increase in total VDT implies that this limitation likely has little impact on this study’s findings, given its other97

limitations. (This issue may be a more severe limitation when using trip data that is spread across a more geographically98

diffuse area.)99

• As alluded to above, this model does not consider capacity constraints at the single charging station. This limitation100

biases results towards BEVs, since charge scheduling can simply consider when a charging station is on the way to the101

car’s next trip or (in Pigovian tax cases) whether the electric grid’s marginal emissions are relatively low.102

• We assume that vehicles may idle or park between passenger trips, unless there is a gap greater than 30 minutes. If fleets103

would otherwise need to cruise a neighborhood while waiting for ride requests, then this assumption may bias results104

towards CVs (which are less efficient during low-speed, stop-and-go driving than HEVs or BEVs).105
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• Our method for estimating resale values relies on historical data. This is unlikely to capture the fact that BEV technologies106

(and customer perceptions) may be evolving at a faster rate than CVs and HEvs, and thus may bias findings against107

BEVs.108

• We lack comprehensive data on where auto and battery manufacturing, recycling, and disposal emissions occur. Our109

estimate of the resulting health damages, which assign emissions from international locations to U.S. counties where110

similar economic activity occurs, can only be described as an extremely rough approximation. Additional research is111

needed to more accurately site these emissions and to develop estimates of their human health impacts.112

2. Sensitivity cases113

A. TNC operating models.114

A.1. Fleet configuration. To initially assess how much affect powertrain choice may have on outcomes of interest, we ran three115

homogeneous fleet cases (all-BEV, all-CV, and all-HEV) for each city alongside the base case (optimal selection of a technology116

mix). Figure S3 tabulates the results from those test cases. In Austin and New York, an all-BEV fleet is the most expensive117

option; however, in Los Angeles, due to different fuel and electricity prices, an all-CV fleet is most expensive. In each city,118

under a Pigovian tax, a mixed fleet’s external costs are as low as (or, in the case of Los Angeles, lower than) an all-BEV fleet,119

but with notably lower private costs.120

Across all cities, an all-CV or all-HEV fleet does not alter emissions in a meaningful way under a Pigovian tax and an121

all-BEV fleet is able to reduce its emissions by 2%-4%.122

A.2. Discount rates. In addition to the base case, in which the TNC uses a real discount rate of 7% to discount the future cash123

flow of vehicle resale, we considered a lower value of 1% and an upper value of 13%. Figure S4 tabulates the results from those124

test cases. In each city, higher discount rates shift the optimal fleet mix towards those powertrains with lower capital costs125

(e.g., from BEV to HEV and/or CV). Several trends are notable across these cases: (a) in no case does the fleet use CVs for126

more than 30% of all VMT, even when they make up the majority of the fleet; (b) some HEVs are used in every case; (c) in127

only one case (New York City with a 13% discount rate) are no BEVs used.128

A.3. Resale value. In addition to the base case, which considered resale value as a discounted cash flow occurring either when the129

vehicle “aged out” (at 12 years) or reached relatively high mileage (at 170,000 miles), we considered a set of test cases in which130

the same retirement rules were used but resale value was set to zero. Figure S5 tabulates the results from those test cases.131

There is relatively little change in outcomes due to this, largely because of the regression functions we use to characterize resale132

value versus annualized vehicle-distance traveled. Using those regression functions, CVs have the lowest capital costs, but tend133

to have higher resale values for a given usage level, meaning that removing resale from the model increases their cost more134

than HEVs (and HEVs more than BEVs for similar reasons). There is a general trend towards using CVs less heavily when135

resale value is removed, but the effect is small; other effects vary by city.136

A.4. Labor costs. In addition to the base case, in which we assume labor costs are unaffected by powertrain choice because they137

are either zero (i.e., the fleet is automated) or computed as a flat percentage of ride fees, we considered an hourly rate of138

$12/hour, the current statewide minimum wage in California. We treated this hourly rate as being paid to the driver of each139

car the entire time the car is being driven or while it is charging, unless the charging activity occurs overnight. These labor140

costs may be expected to penalize BEVs due to the additional costs paid to drivers when they must make detours and wait for141

the car to charge. S6 tabulates the results from those test cases. As anticipated, labor costs reduce utilization of BEVs, but the142

effect varies widely by city: BEV VDT is reduced by 16% (Los Angeles) to 72% (Austin).143

B. Battery technology.144

B.1. Battery capacity. The 2019 Kia Soul is used as the base case BEV reference model. As a sensitivity case, we considered the145

2020 Chevrolet Bolt, which has a significantly larger Lithium-ion battery (66 kWh for the Bolt versus 30 kWh for the Soul) but146

with a relatively small increase in sticker price ($36,260 for the Bolt versus $33,950 for the Soul). Figure S7 tabulates the147

results from those test cases. When minimizing private costs, the fleet mix changes little when the BEV model is changed; in148

Los Angeles and New York, BEVs become slightly more optimal when the Bolt is used instead of the Soul, but in Austin,149

the effect is reversed (perhaps because there is less opportunity for the differential between gasoline and electricity prices to150

overcome the Bolt’s slightly higher capital costs).151

Considering an all-BEV fleet in Austin, the Bolt’s larger battery allows the fleet size to be reduced by 12-16% depending on152

whether a Pigovian tax is imposed. (Only Austin was tested because, in general across most test cases we ran, the optimal fleet153

mix is nearly as small as possible given the proportion of BEVs used).154

B.2. Battery price. To consider the effect technological learning and economies of scale may have on BEV battery prices in the155

future, we considered a set of test cases in which the purchase price of BEVs was reduced by $5,000. Figure S8 tabulates the156

results from those test cases.157

Aside a price reduction encouraging more BEVs to be used, a notable finding is that when BEVs become cheaper, the158

impact of a Pigovian tax is reduced. The private cost-minimizing fleet is induced to use more BEVs when they are cheaper, but159
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there are generally some peak load hours in which it still makes sense in most test cases to purchase CVs or HEVs. Because of160

this, the external cost reductions a tax achieves are lessened from 24% to 7% in Austin, from 34% to 18% in Los Angeles, and161

from 12% to 2% in New York City.162

C. External cost inputs.163

C.1. Alternate damage models. In addition to the AP3 reduced complexity model of spatially resolved air emissions damages, we164

considered two other reduced complexity models: EASIUR and InMAP. Figure S9 tabulates the results from those test cases.165

In Austin and Los Angeles, differences between damage models are not large enough to drastically change the fleet’s technology166

mix or operations. However, because damage valuations differ, the external cost reductions caused by a Pigovian tax also differ.167

The ordering of damage models, in terms of damage valuation, varies from city to city.168

In New York City, InMAP estimates much higher damages from internal combustion than AP3 or EASIUR do. Because of169

this, a Pigovian tax would be much higher there according to InMAP (19.5 cents using InMAP versus 12.4 cents using AP3170

and 9.5 cents using EASIUR). This higher tax induces a much more drastic shift, in which the fleet converts nearly fully to171

BEVs; this results in an externality reduction of 81%.172

C.2. Social cost of carbon. In addition to the base case value of $50/tonne of CO2-equivalent, we considered a case in which those173

emissions were priced at $300. S10 tabulates the results from those test cases. In LA, which already uses BEVs heavily, relatively174

little change occurs due to a higher social cost of carbon. In Austin and New York City, the fleet electrifies substantially more175

under a higher social cost of carbon, leading to larger externality reductions. In Austin, those externality reductions increase176

from 17% to 43% under a higher social cost of carbon; in New York City, they increase from 12% to 31%.177

3. Data and Modeling Assumptions178

A. Trip and relocation data.179

A.1. Trip data preprocessing. The RideAustin trip dataset includes some observations that seem highly atypical or even impossible.180

Certain observations may represent actual unusual trips that do not fall within the scope of our model (e.g., intercity-length181

trips or trips abandoned by the passenger or driver immediately after their start), and others may represent data collection182

artifacts of some kind. All of those anomalous trips were removed from the dataset. Only trips meeting all of the following183

criteria were retained: no missing data for start or end latitude or longitude, distance traveled below 50 miles, duration184

exclusively between 1.5 and 120 minutes, and speed (as implied by distance traveled and duration) exclusively between 1 and185

100 miles per hour. These filters reduced the dataset from 1.49 million to 1.46 million trips.186

A.2. Trip sampling method. The RideAustin dataset was sampled down to a set of a little more than 5,000 representative trips to187

make the joint optimization of a full year’s purchase and routing decisions tractable. Manual inspection showed that typical188

trip volumes by hour of day tended to follow somewhat similar patterns across weekdays, with different patterns on weekends189

and with peak demand usually occurring on Friday and Saturday nights. Based on these trends, and on seasonally variable190

input data for marginal grid emissions, sample segments were defined using:191

• Season of year: Summer (May-September), Winter (November-March), and Summer/Fall (April and October).192

• Weekday (Sunday-Thursday) versus Weekend (Friday-Saturday).193

• South by Southwest (March 10-18, 2017): due to drastically increased demand during the South by Southwest music194

festival, it was separately sampled as one weekend cluster and one weekday cluster.195

To ensure that each representative days’ sampled volumes and hourly demand profiles were similar to those in the full196

dataset, each combination of segment and hour of day was sampled proportionally to its average volume across all available days197

in the dataset. A sample size of 5,000 trips was targeted, but since the number to sample from each segment-hour combination198

was rounded up to the nearest trip, the actual sample size was 5,089 trips. These segments were placed one after the other in a199

combined trip dataset sample used in the optimization, with each segment running for 24 hours beginning at 6 A.M. (the200

lowest-demand hour of the day on average). These segments and all of their demand must be met, which influences the fleet’s201

size and mix, but to compute annualized costs and vehicle-distance traveled, each arc’s costs and distances are weighted by the202

relevant category’s number of days per average calendar year. Those multiplication factors are provided in Table S6.203

Over the course of the RideAustin dataset, daily volumes show a long-term trend of increasing demand (a trend that is likely204

shared with larger TNCs’ long-term demand). As illustrated in Figure S11, this means that segments such as Summer Weekday205

and Summer Weekend have fewer trips in the optimization model than other seasons of the year. Rather than attempt to206

distinguish this long-term growth trend from seasonality and remove it, we treat the RideAustin dataset as a steady-state year.207

A.3. Clustering of trips. As shown in Figure S12, the majority of RideAustin trips begin or end in the downtown core, with a208

handful of other locations (e.g., Austin-Bergstrom International Airport and the University of Texas-Austin campus) having209

concentrations of high demand. Most trips are ultimately represented in our model exactly as found in the data, but we group210

certain similar trips together—largely during high-demand periods in time-space (for which vehicle routing choices are are211

more difficult to optimize)—to reduce the number of unique arcs needed to model trip requests. A variant of Ward’s method of212
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hierarchical agglomerative clustering on non-squared distances (implemented via the hclust command in the stats R package213

with option “method=ward.D”) groups all starting and ending locations into a smaller set of neighborhoods. Figure S13 shows214

the resulting neighborhood clusters and the volume of trips beginning or ending in each one. Since RideAustin data report trip215

start/end times to the nearest second, geographic clustering must be combined with rounding of timestamps in order to reduce216

the size of the trip network being optimized over. Trip start and end times were rounded to the nearest three minutes.217

After this rounding of time and location, when individual passenger trip requests do not share a combination of starting218

timestamp, ending timestamp, starting cluster, and ending cluster with other trips, their actual start/end location and time219

were preserved at full fidelity. For passenger trip requests that were grouped into a consolidated trip arc (most of which begin220

or end in the geographically compact downtown clusters during a period of high demand), the consolidated trip arc uses the221

average start/end location and time of the grouped trips, resulting in some loss of fidelity to actual trip starting and/or ending222

points. The demand along that arc is the number of trip requests combined along it. Despite being combined into one arc in223

the optimization model, these trip requests cannot be pooled into one car; rather, multiple cars must traverse that trip arc to224

satisfy demand.225

A value of 25 was chosen for the number of neighborhood clusters to compute. For computational tractability, clusters226

were computed from a random sample of 20,000 trips, and as a second step, k-nearest neighbors assigned each unique227

latitude-longitude pair in the RideAustin dataset to one of the 25 clusters. Because k-nearest neighbors uses “votes” of multiple228

nearby neighbors to classify locations, no latitude-longitude pairs were ever assigned to two extremely low-volume outlying229

clusters, reducing the trip dataset to 23 clusters.230

The number of clusters was chosen to achieve a desired reduction in optimization problem size, and it was then validated on231

a random sample of 5,000 trips (for computational tractability of validation methods) using three different methods:232

• Figure S14 uses the elbow method to validate number of clusters. It shows (on a logarithmic scale) that the within-cluster233

sum of squares, a measure of similarity within clusters, continues to decline as the number of clusters increases, but234

appears to reach diminishing returns prior to the chosen number of clusters. Unless plotted on a logarithmic scale, this235

metric appears relatively flat for values above 5 clusters.236

• Figure S15 uses the average silhouette method. It shows that average cluster silhouette width, a measure of how237

well-clustered observations are using the average distance between clusters, is relatively flat for values above 10 clusters.238

• Figure S16 uses the gap statistic method. It shows that the gap statistic, a measure of how different the clustered data’s239

structure is from a random distribution of points, is relatively flat for values above 20 clusters.240

Many trips were not consolidated into grouped arcs with other trips; Table S7 shows the degree to which clustering and241

rounding of timestamps consolidated trips. These steps preserve full geographic and temporal fidelity for 4,370 out of 5,089242

trips in the sample used for optimization model runs.243

A.4. Addition of the home base and charge station. We assume one home base from which vehicles depart to serve trips and to244

which they must return. This home base also serves as the fleet’s single charging station, with unlimited capacity, and we use245

k-means clustering with k=1 to site the station at the centroid of all unique trip origin-destination pairs. This assumption is246

optimistic for battery vehicles in that the charge station has infinite capacity; on the other hand, it is pessimistic for them in247

that there are not multiple charge sites optimally scattered along high-volume roadways. Across virtually all scenarios, usage248

of battery vehicles leads to a negligible increase in total vehicle-distance traveled, suggesting that multiple charge sites would249

not significantly change our metrics of interest (at least not for a full-information fleet serving RideAustin trips).250

Modeling a home base and charge station requires adding relocation arcs to travel to/from the base and trips. The model’s251

flow preservation constraints mean that each vehicle’s routes can originate and terminate only at the base (and must do so).252

The model uses 15-minute timeslots during which each vehicle can linger at the base (optionally charging their batteries). We253

add to the optimization an optional relocation arc from the base to each trip’s start point, and from each trip’s end point254

back to the base. These arcs assume vehicles would stay at the base as long as possible, leaving exactly when needed to arrive255

on time to the next trip and returning once each trip concludes. They depart from the latest viable 15-minute timeslot and256

connect to the earliest viable one. When BEVs would, in actuality, arrive a few minutes prior to the start of that 15-minute257

timeslot (or could leave a few minutes after its end), they are allowed the option of using the additional time to charge.258

A.5. Characterization of driving conditions. Each powertrain’s efficiency varies based on whether the driving style more closely259

resembles highway or city driving. While it is impossible to know from the available fields in RideAustin data what the260

predominant driving style of any given trip was, we use the available fields to create a rough estimation of driving style that,261

while imperfect for any given trip, allows the model to consider how driving style may influence tradeoffs among technologies.262

Using data fields for trip duration and distance traveled, we compute the average speed in miles per hour for each trip. We263

compare this average speed to the average speeds of the EPA city and highway test cycles (48.3 miles per hour for highway264

driving and 21.2 miles per hour for city driving). The efficiency on a given trip, eT, is estimated for each powertrain based on265

the trip’s average speed, sT, using linear interpolation:266

etrip =

 eCITY for sT < 21.2
(sT−21.2)
48.3−21.2 e

HWY + (1− (sT−21.2)
48.3−21.2 )eCITY for 21.2 ≤ sT ≤ 48.3

eHWY for sT > 48.3

 [1]267
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where eCITY and eHWY are the powertrain’s city and highway efficiency, respectively, in gallons per mile. We truncate efficiencies268

at EPA city and highway ratings to avoid extrapolation. Few trips (1.7% of those sampled from) have an average speed above269

the highway-cycle average speed, and there is little easily applicable data for how the assumed efficiency should be modified270

for very high-speed driving. Most trips (54.6% of those sampled) have an average speed below the city-cycle average speed271

of 21.2 miles per hour. For those trips, this approach can be interpreted as assuming that idling in stop-and-go traffic (one272

reason trips may have low average speeds) incurs no additional fuel consumption, which would be most consistent with a fleet273

whose combustion engine vehicles include the start-stop technologies that reduce idling in many new cars. To the extent that274

slower-speed trips penalize efficiency of internal combustion engine vehicles moreso than hybrid and electric vehicles in practice,275

this factor may bias our results somewhat in favor of conventional vehicles.276

A.6. Characterization of relocation behavior. RideAustin data does not include data on how vehicles are driven while waiting for277

their next passenger trip request, nor is there data to describe what route they take or how efficiently they are driven to the278

next trip’s starting point. These shortcomings apply not only to trip-to-trip relocations, but also to relocations to/from a trip279

and the home base where cars park and batteries recharge. To estimate vehicle efficiency for relocation arcs, we use similar280

trips to estimate time needed to drive from the prior trip’s end to the next trip’s start (as the product of estimated driving281

distance and speed) and assume any additional time is spent idling.282

We use k-nearest neighbors regression to estimate the driving speed and distance from each trip’s ending point in space-time283

to the next trip’s starting point. Since typical traffic conditions (and optimal routes) vary over time, we subset RideAustin284

data by day of week and hour of day, resulting in 168 subsets of data. For each subset of data, separate k-nearest neighbors285

regressions for speed and distance estimate each possible trip-to-trip relocation arc’s distance and speed as the average of the286

nearest k trips. As a distance metric to determine which k trips are “nearest” to each relocation, we use the Cartesian distance287

between the relocation’s and the trip’s starting latitude-longitude plus the Cartesian distance between the relocation’s and288

trip’s endpoint latitude-longitude.289

The number of nearby neighbors to use for estimation, k, was determined separately for each of the 168 subsets using 10-fold290

cross-validation as follows:291

1. Label passenger trip data as a randomly chosen 70% (training set) and 30% (validation set) of observations.292

2. For each of the 168 weekday-hour subsets of data:293

(a) Divide its training observations into 10 equally sized folds of data.294

(b) Estimate the speed and distance of trips within each fold by training k-nearest neighbors on the other nine folds,295

sweeping k from 3 to 100.296

(c) Compute the root-mean-square error (RMSE) resulting from each k for each fold, where error is defined as the297

difference between actual and estimated speed (or distance).298

(d) Average each k’s RMSE across the ten folds and use the RMSE-minimizing k for that weekday-hour subset of data.299

Having determined an optimal k separately for each of the 168 subsets of data, we use the remaining 30% of data (the validation300

set) to evaluate the performance of k-nearest neighbors. Scatterplots of true versus estimated speed and distance are shown301

in Figures S18 and S17. Evaluated on the validation set, this method yields an RMSE of 5.71 miles per hour and a mean302

error of -0.53 miles per hour for speed. For distance, it yields an RMSE of 1.88 miles and a mean error of -0.22. As one303

comparison benchmark, using the Manhattan distance (relocation arc origin-destination’s x-distance plus y-distance) as a304

distance estimator would have yielded a higher RMSE of 2.13 miles and a mean error of -0.76 (meaning that the bias towards305

shortening distance estimates would be more than tripled if we used Manhattan distance).306

Each relocation’s estimated travel time was computed as the product of estimated speed and estimated distance. For307

relocations with actual time available equal to the estimated travel time or less than 30 minutes longer, we assume the vehicle308

idles in place and that idling incurs no fuel consumption. This is consistent with our assumption that the fleet owner-operator309

has perfect information about demand, and it further assumes that there is curb space available at each trip’s dropoff point (or310

another point along the route from dropoff to the next trip’s pickup) for the vehicle to idle (without fuel consumption) as long311

as needed.312

A.7. Graph reduction. As an initial step to reduce the size of the graph of arcs over which we optimize, estimated relocation travel313

time is used to exclude certain relocations from the model. Relocations meeting any of the following conditions are removed314

from consideration:315

• An estimated relocation travel time greater than the actual time available indicates the relocation is impossible, so that316

relocation is removed. This applies to both trip-to-trip relocations and trip-to-base/base-to-trip relocations.317

• An estimated relocation travel time more than 30 minutes less than the actual time between prior trip end and next trip318

start implies the vehicle would need to idle in place for 30 minutes or more. Those relocations are removed. This step319

applies only to trip-to-trip relocations, which may still occur in the optimization, but would require the vehicle to pass320

through the centrally-located home base where vehicles are able to park and charge.321
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This step removes trip-to-trip relocations that would require lengthy curbside idling and relocations of any kind that are likely322

to be infeasible.323

As an additional step, a heuristic is used to remove trip-to-trip relocations that are relatively unlikely to be used in an324

optimal solution. That heuristic (Algorithm 1) is described in Detailed Optimization Methods below.325

B. Vehicle technology parameters. Table S8 compares technological parameter assumptions across powertrains. These parame-326

ters were taken from the manufacturer website and from fueleconomy.gov.327

C. Cost data.328

C.1. Capital cost modeling. The method for discounting future cash flows from the resale of a vehicle were described in the main329

text. In order to determine depreciation factors, data was gathered from Kelley Blue Book’s website across two ranges: (a)330

vehicles aged 12 years with mileage swept from 30,000 to 170,000 miles, and (b) vehicles at 170,000 miles with age swept from331

0-12 years. The first set of values (a) corresponds to vehicles retired from TNC usage due to age and obsolescence; the second332

set of values (b) corresponds to vehicles retired from TNC usage due to high mileage and wear and tear. Separate regressions333

were run on these two sets of values. (There was no meaningful difference in resale value at 12 years for vehicles with fewer334

than 30,000 miles, so resale value was treated as usage-invariant within that range using the value taken from Kelley Blue335

Book). There were no BEVs with resale value data for a full set of 12 years, so the Nissan Leaf was chosen as a midmarket336

BEV with a relatively long history. For HEVs and BEVs, the Toyota Camry was chosen as a relatively midmarket reference337

vehicle. Table S9 shows the resale value factors each vehicle’s purchase price (as given in Table S8) is multiplied by and the338

factors’ dependence on annual vehicle-miles traveled.339

Once each powertrain’s regression function was determined, the nonlinear function was approximated via a set of several340

linear floor constraints on cost versus annualized VDT. Figure S20 illustrates how those linear floor constraints approximate341

the computed cost for HEVs.342

C.2. Gasoline and electricity prices. Table S10 summarizes the gasoline and electricity prices used for each analysis region. These343

values were taken from EIA data for calendar year 2018 (2, 3).344

C.3. Maintenance costs. Table S11 summarizes the per-mile maintenance costs that were used for each powertrain and the prior345

work they are derived from.346

D. Damages data.347

D.1. Damage models. To quantify a monetary value representing human health damages resulting from a unit of air emissions for348

a given pollutant, it is necessary to answer several questions: where the pollutant is emitted, what base levels of pollutants349

are in that area, where the pollutant may travel in the air, and what vulnerable populations are located in those areas.350

Estimation of emissions locations are described in the following section; the other questions are addressed by reduced complexity351

models that estimate health impacts resulting from air pollution. In contrast to the estimates generated by complex chemical352

transport-based air pollution models, reduced complexity models generate estimates at an acceptable level of accuracy while353

enabling estimates to be found for large numbers of scenarios quickly. For the base case, we use the AP3 model to compute354

and monetize estimated health damages associated with these emissions.(4) We consider additional sensitivity cases using355

EASIUR and InMAP.(5, 6)356

D.2. Emissions from gasoline combustion and upstream processes. GREET was used to characterize tailpipe emissions from internal357

combustion, as well as “well-to-pump” emissions from gasoline production. Table S12 summarizes the values that were taken358

from GREET (identical emissions per gallon were used for conventional and hybrid electric vehicles). For each analysis region,359

tailpipe emissions are assumed to occur in the most highly populated county; Table S12 lists the county FIPS codes used for360

tailpipe emissions.361

All upstream emissions from gasoline production processes are assumed to occur at the fuel refineries in the area surrounding362

each analysis region (the analysis region’s state and, in the case of New York City, nearby states). EIA refining capacity data for363

individual refineries for 2018 was used to create a list of relevant refineries for each analysis region and their capacity (reported364

as atmospheric crude distillation capacity in barrels per calendar day). (? ) Each refinery was then manually attributed to a365

specific county, and capacity was aggregated at the county label. To site upstream emissions, each of these counties was used366

and weighted by its operational refining capacity. Table S13 lists the county FIPS codes used upstream fuel refinery emissions367

for each analysis region.368

D.3. Grid emissions. To model grid emissions, we use marginal grid emissions factors estimates generated by an existing Siler-369

Evans et al. (2012) methodology and downloaded from a Center for Climate and Energy Decisionmaking web portal. (7, 8)370

This methodology uses historical generation emissions and demand data to build a regression estimating typical marginal grid371

emissions and marginal grid health damages by hour of day and season of year. Table S14 lists the Emissions & Generation372

Resource Integrated Database (eGRID) subregion for which marginal emissions factors are calculated.373
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D.4. Manufacturing, recycling, and disposal damages. To model air emissions damages arising from vehicle manufacturing, recycling,374

and disposal, we use Argonne National Laboratory’s GREET model. Table S15 shows the emissions we assume are generated375

from each vehicle of each powertrain type. To assign locations to auto manufacturing, we look up a list of related NAICS codes376

in US Census County Business Patterns data from March 2016 and assign emissions proportionally to each county’s amount of377

auto manufacturing employment. For battery manufacturing and upstream processes such as materials mining and refining,378

most activity occurs outside the U.S. (see Table S16). As a rough approximation of how much health damages may result from379

battery-related process, we look up the NAICS codes shown in Table S16 in the County Business Patterns dataset. Additional380

filters on county FIPS code were applied using US Geological Survey annual reports, which list materials mining and processing381

sites by state. Those county filters are shown in Table S17. Pollutant emissions are itemized by process step within GREET,382

so we are able to proportionally assign emissions to sites within the U.S. with similar economic activity. (Because many of383

these processes occur in other countries, this is an inaccurate estimation of actual health damages; however, it may be seen as384

a very loose approximation that improves on even more coarse assumptions.)385

4. Optimization386

A. Relevant optimization literature. Within the body of vehicle routing methodology studies, the term “Green Vehicle Routing387

Problem” (GVRP) denotes formulations involving range constraints. GVRP formulations are often motivated by either battery388

capacity limits or alternative fuels’ sparse refueling infrastructure. The GVRP with recharge or refueling stations was introduced389

by Erdogan et al. in 2012 (9). Extensions have added nuances including the option to partially recharge at stations of different390

battery charging speeds (10), complex energy consumption and charging models (11? , 12), time-variant congestion and391

emissions (13), and simultaneous charger siting and vehicle routing (14). GVRP studies almost always use a combination392

of mathematical optimization and heuristic solution generation, and some papers have focused on improving tractability of393

existing GVRP variants via reformulating the problem or improving heuristics (15–17). GVRP studies typically present exact394

solutions for no more than 10-150 trips or heuristic solutions for as many as 500 trips. They are generally more concerned with395

testing computational performance than with policy outcomes such as emissions.396

Only four GVRP optimization studies were found that have considered routing a mixed-technology fleet including electric397

vehicles (18–21). Three of those four jointly optimized the fleet technology mix and vehicle routing for either passenger travel398

or goods delivery, and only one of those three considered both electric and combustion powertrains: Sassi et al. (2014) models399

a different problem than this study, the delivery of goods to a set of customers in any order over the course of a day (19). None400

of these four studies considered external costs. The four studies found heuristic solutions for up to 200 passenger trips or, in401

Sassi et al., 500 locations.402

B. Detailed optimization methods.403

B.1. Formulation. Our FullMILP formulation, summarized in Figure S4, finds the cost-minimizing fleet technology mix and404

assignment of vehicles to trip arcs where the set of decision variables X , summarized in Table S5, includes the number of405

vehicles nk of each type k purchased, assignments ak,i,j of vehicles k to arcs (i, j), charge level qk,t and energy charged from406

the grid ∆qCHG
k,t for each vehicle k at each discrete time point t, and total annualized acquisition cost κk for each vehicle type407

(determined by vehicle utilization levels) for all vehicle types k ∈ K, arcs (i, j) ∈ A, and times t ∈ T . Notation is summarized408

in Table S5. The set of vehicle types k ∈ K indexes individual vehicles for BEVs but groups vehicles into types for conventional409

and hybrid electric vehicles for efficiency because the model only needs to track charge level of BEVs.410

The objective function, Eq.(5a), sums the vehicle purchase costs, dispatch costs, and time-dependent battery charging costs.411

In all test cases, the cost terms κk (vehicle purchase), ck,i,j (internal combustion and per-mile maintenance), and ct (battery412

charging) include the costs described in Section ??; in some cases, they also include the emissions externality costs described in413

Section ??.414

At the core of FullMILP are equations that are standard for many vehicle routing problems. Constraint 5b ensures415

preservation of flow for each vehicle through the network (forcing vehicles to return to the depot after serving trips), Constraint416

5c requires that all passenger trips be satisfied, and Constraint 5d requires that a vehicle must be purchased to be dispatched.417

The remainder of the formulation is customized for our case.418

Constraints ??–5e model capital cost. Constraint ?? limits annualized distance per vehicle (default d = 170, 000 miles); it419

is included to guarantee consistency with capital cost assumptions, but it is not binding in any scenarios. For all vehicles,420

Constraint 5e uses a set of linear constraints Ω to define a convex piecewise linear cost floor representing the sum of annualized421

vehicle costs, including salvage value, which is a function of vehicle assignment, and, in relevant cases, internalized externality422

costs. We discuss this aspect of our formulation in more detail in the SI.423

Constraints 5g-5i manage BEV charge level. Constraint 5g applies to timesteps at which regular interval charging timesteps424

begin (default 15-minute intervals), defines charger usage, and tracks charge level changes. Constraint 5h applies to all other425

timesteps, at which there is no charging option, so that charge level is fully determined by traversed arcs’ energy requirements.426

Constraint 5i enforces bounds of BEV charge levels. The implied amount of electricity purchased from the grid is quantified for427

the objective function in the “where” statement as the change in charge unexplained by travel.428

For CVs and HEVs, FullMILP assumes that refueling can happen quickly such that tracking fuel level is unnecessary and429

FullMILP need not separately index each car. Refueling scheduling is not modeled, but CV and HEV dispatch is otherwise430

representative of discrete vehicles. Constraint 5j forces BEV assignment to be binary, but Constraint 5k only requires that CV431

and HEV assignments be a nonnegative integer.432
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B.2. Heuristics. Because FullMIP cannot be solved at meaningful scale using commercial branch-and-bound MIP solvers alone,433

this study uses two novel heuristics and one widely used heuristic to generate solutions for FullMIP. The tractability challenge434

comes from modeling the state of charge of BEVs. Because energy level of CVs and HEVs is not tracked, they need not be435

individually indexed (since an aggregate fleet dispatch can be easily decomposed into individual vehicles post-hoc) and they436

scale to reasonable problem sizes more easily.437

The first heuristic step, MCF_VaryingFleetSize, reduces the set of arcs A to make the optimization tractable. It is inspired438

by a graph reduction heuristic developed by Bertsimas et al. (2017), but redesigns that heuristic to suit a different application:439

approximating behavior of a mixed-technology fleet in which certain arcs (e.g., city-style versus highway-style arcs) are better440

suited to certain powertrains (22). It relies on a variant of MCF, MCF_CarLimit, which has a limited fleet size; to dispatch this441

smaller fleet, it removes Constraint ??’s mandate that every trip must be met and adds Constraint 2 to limit the number of442

vehicles dispatched to a fleet size F :443 ∑
i=r,j∈V\{r}

ai,j ≤ F [2]444

MCF_CarLimit runs quickly but does not model individual vehicle routes.445

MCF_VaryingFleetSize repeatedly runs MCF_CarLimit, sweeping the car limit from large to small car limits (i.e., fleet sizes).446

For each of these fleet sizes, MCF_CarLimit is run repeatedly until all trips are served, randomizing arc costs at each iteration447

to represent a fleet of CVs, HEVs, or BEVs. The union of all arcs ever used across all of these fleet sizes and technology types448

is kept for subsequent heuristic steps.449

Algorithm 1 MinCostFlow_VaryingFleetSize heuristic to reduce problem size using the MCF_CarLimit formulation.
Data: Graph G; maximum allowed number of vehicles, max.fleet
Result: Gsmall, a version of G with certain relocation arcs removed
Initialize Gsmall ← all arcs from G except for trip-to-trip relocations
for i from floor(log2(max.fleet)) to floor(log2(min.fleet)) do

Initialize G′ ← G
while unassigned trips remain in G′ do

Randomly assign technology.type ← CV, HEV, or BEV

Assign arc costs to G using per-arc energy consumption of technology.type

Run MCF_CarLimit on G with a fleet size F=2i

Remove trips from G that were traversed by MCF_CarLimit

Add trip-to-trip relocation arcs traversed by MCF_CarLimit to Gsmall

end
end
return Gsmall

After the graph is reduced for tractability, a second novel heuristic, ShrinkingBattery, generates an initial solution. Rather450

than optimizing all individually indexed BEVs at once in FullMIP, it runs FullMIP with only one specific BEV at a time451

alongside the CV and HEV portions of the fleet. To prevent avoid “greedy” heuristic behavior in which each BEV captures452

as much demand as possible (rather than acting as one member of a larger fleet), an aggregated representation of a BEV453

fleet is also included, represented as one vehicle big.ev with integer assignments (abig.ev,i,j ∈ Z+). To ensure this aggregated454

BEV itself does not capture an unrealistic amount of demand—since it is less impeded by range constraints than a realistic455

BEV—Constraint 3 is added to FullMIP. It ensures the individually indexed BEV traverses a “longer” tour of trips than the456

per-car average tour of the aggregated BEV, measured via total energy lost on trip arcs. big.ev.size denotes the number of cars457

represented by the aggregated BEV.458

big.ev.size×
∑

(i,j)∈trips

asmall.ev,i,j −
∑

(i,j)∈trips

abig.ev,i,j ≥ 0 [3]459

To ensure that the battery capacity of the aggregated BEV is determined by the quantity (in aggregate) of BEVs purchased,460

Constraint 4 is added to FullMIP:461

lbig.ev,t+1 ≤ plarge.evbsmall.ev ∀t ∈ T+ [4]462

At each step, the single BEV’s assignments are added to the current solution; the aggregation shrinks and its operations463

iteratively come closer to approximating an individual vehicle.464
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Algorithm 2 ShrinkingBattery heuristic to generate BEV routes using the FullMIP formulation.
Data: Graph G; maximum allowed vehicles of each type, max.CV , max.HEV , & max.BEV
Result: bev.arcs, the assignment of specific BEVs and arcs in G
Initialize remaining.bev ← max.ev, G′ ← G, and vehicle.arcs ← NULL while remaining.bev > 0 and remaining.graph is
not empty do

Retrieve a solution for FullMIP on remaining.graph with 4 vehicle indices: (1) max.CV CVs, (2) max.HEV HEVs, (3) a
single BEV, and (4) an index representing an aggregated BEV fleet of size remaining.bev Add the single BEV’s assigned
arcs to bev.arcs Remove the single BEV’s fulfilled trips from G′;
remaining.bev ← remaining.bev − 1

end
Add arcs traversed by CVs in the most current run of FullMIP to bev.arcs return bev.arcs

After an initial solution is found, the RuinAndRecreate heuristic is used to randomly re-optimize smaller pieces of the full465

set of BEV vehicle routes, incrementally improving the quality of the solution. This general concept is widely used in vehicle466

routing literature (23–25).467

Algorithm 3 RuinAndRecreate heuristic to improve BEV routes of a solution to FullMIP.
Data: An instance of FullMIP, M ; a candidate solution, S; desired iterations limit
Result: S′, an improved solution to M
Initialize S′ ← S
for i from 1 to limit do

Starting point solution of M ← S′;
Randomly select a subset of two BEVs, subset, to optimize;
Upper & lower bound of M ’s vehicle-to-arc-assignments not in subset ← S′;
Upper & lower bound of M ’s vehicle-to-arc-assignments in subset ← (0, 1)
S′ ← solution of FullMIP on M with updated bounds, optimizing only subset

end
return S′

After RuinAndRecreate improves the candidate solution, FullMIP is run a final time to establish a lower bound on cost and468

(in some cases) to find minor improvements to the candidate solution.469
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Fig. S1. Summary of optimized private cost components for three analysis regions, with and without a Pigovian tax on air emissions. Except where otherwise stated, scenarios
reflect a 7% real private firm discount rate, no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model,
$9.41 million (2018) value of statistical life, and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values
include: gasoline prices, electricity prices, marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S2. Summary of optimized external cost components for three analysis regions, with and without a Pigovian tax on air emissions. Except where otherwise stated, scenarios
reflect a 7% real private firm discount rate, no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model,
$9.41 million (2018) value of statistical life, and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values
include: gasoline prices, electricity prices, marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S3. Summary of results for different fleet configurations across three analysis regions. Except where otherwise stated, scenarios reflect a 7% real private firm discount rate,
no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model, $9.41 million (2018) value of statistical life,
and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values include: gasoline prices, electricity prices,
marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S4. Summary of results for three different private firm discount rates across three analysis regions. Except where otherwise stated, scenarios reflect no labor costs,
$33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model, $9.41 million (2018) value of statistical life, and the Pope et
al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values include: gasoline prices, electricity prices, marginal grid
emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S5. Summary of results across three analysis regions, with and without considering resale cash flows in the model. Except where otherwise stated, scenarios reflect no
labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model, $9.41 million (2018) value of statistical life,
and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values include: gasoline prices, electricity prices,
marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S6. Summary of results for no labor costs (base case) and a case of $12/hour labor costs across three analysis regions. Except where otherwise stated, scenarios reflect
a 7% real private firm discount rate, $33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model, $9.41 million (2018)
value of statistical life, and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values include: gasoline
prices, electricity prices, marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S7. Summary of results for the base case BEV (2019 Kia Soul with a 30 kWh battery priced at $33,950) and the 2020 Chevrolet Bolt (with a higher-capacity and
more energy-dense 66 kWh battery priced at $36,620) across three analysis regions. Except where otherwise stated, scenarios reflect a 7% real private firm discount
rate, no labor costs, $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model,$9.41 million (2018) value of statistical life, and the Pope et al. (2019)
concentration-response function. RideAustin trip data is used in all three cases. Region-specific values include: gasoline prices, electricity prices, marginal grid emissions
estimates, and criteria pollutant externality cost estimates.
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Fig. S8. Summary of results for the base case BEV price ($33,950) and a price reduction of $5,000 across three analysis regions. Except where otherwise stated, scenarios
reflect a 7% real private firm discount rate, no labor costs, $50/ton CO2 externality price (for Pigovian tax cases), the AP3 damage model, $9.41 million (2018) value of statistical
life, and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three cases. Region-specific values include: gasoline prices, electricity prices,
marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S9. Summary of results estimating criteria pollutant externalities using the AP3 reduced complexity model (base case) and two other reduced complexity models across
three analysis regions. Except where otherwise stated, scenarios reflect a 7% real private firm discount rate, no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton CO2

externality price (for Pigovian tax cases), $9.41 million (2018) value of statistical life, and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in
all three cases. Region-specific values include: gasoline prices, electricity prices, marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S10. Summary of results estimating criteria pollutant externalities using a social cost of carbon for CO2-equivalent GHG emissions of $50/tonne (base case) and
$300/tonne. Except where otherwise stated, scenarios reflect a 7% real private firm discount rate, no labor costs, $33,950 BEV price (2019 Kia Soul), $50/ton CO2 externality
price (for Pigovian tax cases), $9.41 million (2018) value of statistical life, and the Pope et al. (2019) concentration-response function. RideAustin trip data is used in all three
cases. Region-specific values include: gasoline prices, electricity prices, marginal grid emissions estimates, and criteria pollutant externality cost estimates.
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Fig. S11. Trips are sampled from eight unique categories of weekday/weekend and season (top).
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Fig. S12. Density map of trips that begin or end in the general vicinity of Austin’s city center. Demand is densely concentrated in the core of downtown (center of plot), with a
secondary peak of demand at Austin-Bergstrom International Airport (southeast corner of plot) and some demand concentrated near the University of Texas-Austin (just north
of downtown).
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Fig. S13. Voronoi diagram showing the centroid and boundary of each cluster of trip origin-destination pairs. Grouping trips via k-means clustering has the effect of marginally
reducing the size of the optimization network, particularly for high-demand periods in the downtown core. Clusters are colored according to their trip volumes. Over 1 million
trips (out of approximately 1.5 million in total) originate and/or end at the highest-volume cluster, in downtown Austin.
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Fig. S14. Clustering validation plot showing within-cluster sum of squares (log scale), a measure of within-cluster similarity, as a function of the total number of clusters. By this
measure, increasing number of clusters with hierarchical clustering reaches diminishing returns prior to the chosen number, 23.
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Fig. S15. Clustering validation plot showing average cluster silhouette width, which measures how well-clustered the data is via the average distance between clusters, as a
function of the total number of clusters. By this measure, hierarchical clustering performs similarly well for any number of clusters above 10.
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Fig. S16. Clustering validation plot showing gap statistics, which measure how different the clustered data’s structure is than randomly distributed data. By this measure,
hierarchical clustering performs similarly well for any number of clusters above 20.
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Fig. S17. Validation set prediction intervals for relocation arc distances. The x-axis represents actual values of trip distances in the validation set and the y-axis represents the
distances predicted using k-nearest neighbors. Coloring, and black lines, show the empirical prediction intervals on the validation set for each x-value. The red line indicates
where a perfect prediction would fall (i.e., predicted value equals actual value). Histograms along each axis show the marginal distributions of actual (top of plot) and predicted
(right-hand side of plot) distance.
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Fig. S18. Validation set prediction intervals for relocation arc speeds. The x-axis represents actual values of trip speeds in the validation set and the y-axis represents the
speeds predicted using k-nearest neighbors. Coloring, and black lines, show the empirical prediction intervals on the validation set for each x-value. The red line indicates
where a perfect prediction would fall (i.e., predicted value equals actual value). Histograms along each axis show the marginal distributions of actual (top of plot) and predicted
(right-hand side of plot) speed.
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Table S1. Comparison of air emissions externalities estimated to result from vehicle manufacture for each powertrain type.

Powertrain
External Cost Category CV HEV BEV

Greenhouse gas $258 $281 $351
Health $2,436 $2,752 $4,025

Total $2,694 $3,033 $4,376

32 of 50 Matthew B. Bruchon, Jeremy J. Michalek, and Inês L. Azevedo



Table S2. Comparison of air emissions externalities (2018 ¢/gallon) estimated to result from consumption of gasoline in each analysis region.

City
External Cost Category Stage Austin Los Angeles New York City

Greenhouse gas Tailpipe 46.1¢ 46.1¢ 46.1¢
Refining 11.2¢ 11.2¢ 11.2¢

Health Tailpipe 34.5¢ 232.9¢ 108.6¢
Refining 23.5¢ 87.8¢ 80.3¢

Total 115.2¢ 378.9¢ 246.2¢
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Table S3. Comparison of air emissions externalities (2018 ¢/kWh) estimated to result from consumption of electricity in each analysis region.
Within the optimization model, these externalities vary by region, season, and time of day. The values shown in this table are averages across
24 hours of day and 8 seasonal sampling segments, weighted by each segment’s multiplication factor (see Table S6).

City
External Cost Category Austin Los Angeles New York City

Greenhouse gas 0.35¢ 0.28¢ 0.28¢
Health 0.87¢ 0.40¢ 3.04¢

Total 1.22¢ 0.68¢ 3.32¢
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Table S4. Formulation of the FullMILP optimization problem.

minimize
X

∑
k∈K

κk +
∑

(i,j)∈A

ck,i,jak,i,j +
∑
k∈K

∑
t∈T+

ct∆qCHG
k,t + Minimize private and external

car, fuel, and electricity costs [5a]

τ

∑
k∈K

δk +
∑

(i,j)∈A

dk,i,jak,i,j +
∑
k∈K

∑
t∈T+

dt∆qCHG
k,t


subject to∑

i∈V

ak,i,j =
∑
i∈V

ak,j,i ∀k ∈ K, j ∈ V\{r, s} Flow is preserved across nodes
except source and sink [5b]∑

k∈K

ak,i,j = ni,j ∀(i, j) ∈ {A : ni,j > 0} Demand is satisfied [5c]∑
j∈V\r

ak,r,j = nk ∀k ∈ K Dispatched cars are purchased [5d]

κk ≥ αCOSTS
ω,k nk + βCOSTS

ω,k

∑
(i,j)∈A

mi,jak,i,j ∀k ∈ K, ω ∈ Ωk
Per-vehicle private capital
costs vary with usage [5e]

δk ≥ αDAMAGES
ω,k nk + βDAMAGES

ω,k

∑
(i,j)∈A

mi,jak,i,j ∀k ∈ K, ω ∈ Ωk
Per-vehicle manufacturing ex-
ternal costs vary with usage [5f]

qk,t+1 ≤ qk,t +
∑

(i,j)∈{A:ti=t}

ak,i,j∆qMAX
k,i,j ∀k ∈ KB, t ∈ TQ

BEV charge level is tracked
(times with a charger starting
timeslot)

[5g]

qk,t+1 = qk,t +
∑

(i,j)∈{A:ti=t}

ak,i,j∆qMAX
k,i,j ∀k ∈ KB, t ∈ T \TQ

BEV charge level is tracked
(times with no charger starting
timeslot)

[5h]

0 ≤ qk,t ≤ qMAX
k ∀k ∈ KB, t ∈ T Charge level does not exceed

battery capacity [5i]

ak,i,j ∈ {0, 1}, nk ∈ {0, 1} ∀k ∈ KB, (i, j) ∈ A BEV routing and purchase de-
cisions are binary [5j]

ak,i,j ∈ Z+, nk ∈ Z+ ∀k ∈ K\KB, (i, j) ∈ A CV & HEV routing and pur-
chase decisions are integral [5k]

qk,t ∈ R+ ∀k ∈ KB, t ∈ T BEV charge level is always non-
negative [5l]

κk ∈ R+ ∀k ∈ K Per-vehicle private capital
costs are nonnegative [5m]

δk ∈ R+ ∀k ∈ K Per-vehicle manufacturing ex-
ternal costs are nonnegative [5n]

where

∆qCHG
k,t = qk,t+1 − qk,t +

∑
(i,j)∈{A:ti=t,∆qMAX

k,i,j
<0}

ak,i,j∆qMAX
k,i,j ∀k ∈ KB, t ∈ TQ

Charging of each BEV at each
timestep equals charge change
minus routing losses

[5o]
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Table S5. Sets, decision variables, and input parameters

Label Type Description
X Set All decision variables
V Set Vertices representing points in space-time
A Set Arcs connecting feasible pairs of vertices in V
K Set Vehicles or vehicle types (BEVs are represented individually, whereas

CVs and HEVs are each tracked as a group)
KB Set Battery electric vehicles (subset of K, indexed individually)
T Set All unique arc start and end times
TQ Set All unique charging arc start times (subset of T )
Ωk Set Linear constraints that make up the piecewise linear convex cost floor for

capital cost κk for vehicle type k
nk Variable Number of vehicle k purchased (BEVs are tracked individually, whereas

CVs and HEVs are tracked as a group)
ak,i,j Variable Assignment of vehicle k to arc (i, j)
qk,t Variable Charge level of vehicle k at time t
∆qCHG

k,t Variable Energy charged to vehicle k from the grid at time t
κk Variable Private acquisition cost for vehicle k
δk Variable Manufacturing damages for vehicle k
τ Parameter Flag controlling whether air emissions externalities are included as a tax
r Parameter Source vertex from which all routes originate
s Parameter Sink vertex at which all routes terminate
ti Parameter Time of vertex i
ni,j Parameter Number of trips requested along arc (i, j)
mi,j Parameter Travel distance along arc (i, j) (annualized)
mMAX Parameter Maximum lifetime travel distance of a vehicle
qMAX

k Parameter Energy capacity of vehicle k (∞ for CVs and HEVs)
ck,i,j Parameter Private cost for vehicle k to traverse arc (i, j)
dk,i,j Parameter External cost from vehicle k traversing arc (i, j)
ct Parameter Private cost per kWh of electricity from the grid at time t
dt Parameter External cost per kWh of electricity from the grid at time t
∆qMAX

k,i,j Parameter Maximum energy change for car k induced by travel on arc (i, j) (positive for
charging arcs, negative for all others)

αCOSTS
ω,k Parameter Intercept term for line ω, representing a portion of the convex piecewise linear

VDT-dependent capital costs
βCOSTS

ω,k Parameter Slope term for line ω, representing a portion of the convex piecewise linear
VDT-dependent capital costs

αDAMAGES
ω,k Parameter Intercept term for line ω, representing a portion of the convex piecewise linear

VDT-dependent manufacturing external costs
βDAMAGES

ω,k Parameter Slope term for line ω, representing a portion of the convex piecewise linear
VDT-dependent manufacturing external costs
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Table S6. Multiplication factors used within the optimization to compute annualized costs and distances. These factors convert eight repre-
sentative days (24 hours per segment) to one average year of 366.25 days. For sampling purposes, each day begins at 6 AM. For example,
“Weekends”, labeled here for simplicity as Friday-Saturday, are sampled from trips occurring from Friday at 6:00:00 AM to Sunday at 5:59:59
AM.

Multiplier for annualized
Segment Definition costs and distances

Summer Weekday Sunday-Thursday, May-September 109.29
Summer Weekend Friday-Saturday, May-September 43.71
Fall/Spring Weekday Sunday-Thursday, April & October 43.57
Fall/Spring Weekend Friday-Saturday, April & October 17.43
Winter Weekday Sunday-Thursday, November-March* 103.04
Winter Weekend Friday-Saturday,November-March** 39.21
South by Southwest Weekday March 12-16, 2017 5.00
South by Southwest Weekend March 10,11,17, & 18, 2017 4.00

*Minus 5 South by Southwest days
** Minus 4 South by Southwest days
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Table S7. Frequency table of passenger trip requests per trip arc. Clustering start/end locations by geography and rounding start/end times to
the nearest three minutes preserves full geographic and temporal fidelity for 4,370 trips, and the remainder of trips are assigned the average
start/end location and time of two or more trips.

Demand (number of trip
requests per trip arc) Number of trips

1 4,370
2 271
3 45
4 8
5 2
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Table S8. Assumed vehicle parameters (prices in 2018 USD).

Purchase Energy Efficiency
Powertrain Reference Vehicle Price Capacity City Highway Units

CV 2019 Kia Soul CV (1.6L, naturally aspirated, $20,490 Unlimited 26.1 36.9 miles/gallon
automatic transmission)

HEV Reference CV, with price and fuel consumption rate (gallons/mile) $25,040 Unlimited 40.7 39.7 miles/gallon
multiplied by the ratio of relevant values from
the 2019 Kia Optima sedan (HEV value : LX 2.4 CV value)

BEV 2019 Kia Soul EV $33,950 30 kWh 27.3 36.1 kWh/100mi
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Table S9. Resale values estimated for each powertrain type (2018 USD) as a function of m, annualized vehicle-miles traveled per car. When
m ≤ 2, 610, the vehicle is resold after 12 years at a low enough mileage that resale value is independent of mileage; when 2, 610 < m ≤
14, 167, the vehicle is resold after 12 years with a total mileage up to 170,000; when m > 14, 167, the vehicle is resold prior to 12 years with a
mileage of 170,000.

Powertrain
Vehicle Used
for Regression

Resale Value Factor (Proportion of Purchase Price)
as a function of m, annualized vehicle-miles traveled

m ≤ 2, 610 2, 610 ≤ m ≤ 14, 167 m > 14, 167

CV Toyota Camry CV 0.38 0.425− 1.85× 10−5m+ 4.24× 10−10m2 −0.724 + 0.101ln(m)
HEV Toyota Camry HEV 0.28 0.313− 1.39× 10−5m+ 2.98× 10−10m2 −1.69 + 0.199ln(m)− 1.60× 10−6m

BEV Nissan Leaf 0.17 0.180− 7.50× 10−6m+ 1.72× 10−10m2 −2.23 + 0.239ln(m)− 1.93× 10−6m
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Table S10. Base case assumptions for gasoline and electricity prices (2018 USD).

Analysis Region Gasoline Prices Utility Electricity Rate

Austin $2.20/gallon Austin Energy 10.9¢/kWh
Los Angeles $3.51/gallon Southern California Edison 25.8¢/kWh
New York City $2.77/gallon Consolidated Edison 16.9¢/kWh
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Table S11. Sampling of recent maintenance cost assumptions made in the literature comparing different powertrains (2017 USD).

Per-mile maintenance cost assumption
Study Year Data or method (if documented) CV HEV PHEV-30 BEV

Oak Ridge Nat’l Lab (27) 2010 Partially itemized maintenance schedules from EPRI (2002) report (28) 5.1 4.6 3.8 **2.6
Propfe et al. (29) 2012 Mean time between failure, estimated costs to replace 10.9 10.2 10.1 5.5
Mitropoulous et al. (30) 2017 AAA costs for tire wear; 2001 study on ICEV & BEV life cycle 6.9 5.6 - 5.2

costs (31); EPRI (2002) (28)

Hummel et al. (32) 2017 Teardown of Chevy Bolt BEV & VW Gold CV; 6.1 - - 2.6
itemized maintenance schedules

Pavlenko et al. (33) 2019 CV & BEV estimates from (32) *6.1 3.7 - *2.6

This study 2019 CV: median of original estimates from (27, 29, 30, 32, 33) 6.5 5.6 3.3
HEV & BEV: median estimated percent of CV costs from (27, 29, 30, 33)

*Not an original estimate (Borrowed directly from prior work)
**Computed as PHEV-30 cost minus air filter and

oil replacement as in Michalek et al. (2011) (34)
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Table S12. Assumed emissions from gasoline production and combustion, estimated using GREET (grams per gallon of gasoline).

Stage VOC NOx PM10 PM2.5 SOx GHG

Well-to-Pump 3.556 4.116 0.392 0.280 1.960 2,240.000
Tailpipe 6.132 3.080 0.140 0.140 0.056 9,268.000
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Table S13. County FIPs codes used for each analysis region’s upstream fuel refinery emissions. Percent of upstream emissions are assumed
to be proportional to percent of upstream refining capacity.

Upstream refinery Percent of region’s
Analysis region FIPS code refining capacity

Austin

48245 (Jefferson) 27.1%
48201 (Harris) 24.6%
48355 (Nueces) 14.8%
48071 (Chambers) 7.3%
48039 (Brazoria) 6.9%
48167 (Galveston) 6.3%
48341 (Moore) 3.3%
48233 (Hutchinson) 2.5%
48141 (El Paso) 2.3%
48297 (Live Oak) 1.5%
48423 (Smith) 1.3%
48227 (Howard) 1.2%
48029 (Bexar) 0.3%
48177 (Gonzales) 0.1%
48493 (Wilson) 0.1%

Los Angeles

06037 (Los Angeles) 53.3%
06013 (Contra Costa) 36.3%
06095 (Solano) 7.7%
06029 (Kern) 2.2%
06083 (Santa Barbara) 0.5%

New York City

42101 (Philadelphia) 27.9%
34039 (Union) 21.5%
42045 (Delaware) 15.8%
10003 (New Castle) 15.2%
34015 (Gloucester) 13.3%
42123 (Warren) 5.4%
42083 (McKean) 0.9%
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Table S14. County FIPs codes used for each city’s tailpipe emissions and eGRID region used for each region’s marginal grid emissions.

Analysis Region Tailpipe Emissions FIPS code eGRID subregion

Austin 48453 (Travis County, TX) ERCT
Los Angeles 06037 (Los Angeles County, CA) CAMX
New York City 36061 (New York County, NY) NYCW
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Table S15. Estimated emissions from vehicle production, computed by GREET (grams per car).

Powertrain Component Stage VOC NOx PM10 PM2.5 SOx GHG

CV Car Copper mining 1.30 8.73 2.31 1.13 7.63 7,331.21
CV Car Copper production 7.95 140.08 9.07 5.64 1,237.12 66,886.88
CV Car Remainder 6,824.82 5,136.33 2,238.70 1,042.79 16,400.33 5,114,470.99
HEV Car Copper mining 2.91 19.60 5.18 2.54 17.13 16,456.61
HEV Car Copper production 17.85 314.44 20.35 12.67 2,777.01 150,143.13
HEV Car Remainder 6,953.34 5,241.65 2,349.75 1,098.03 17,176.82 5,292,367.65
BEV Car Copper mining 3.62 24.35 6.44 3.16 21.29 20,450.74
BEV Car Copper production 22.18 390.76 25.29 15.74 3,451.01 186,583.83
BEV Car Remainder 6,306.51 4,607.20 1,959.53 912.78 14,636.78 4,694,669.37
HEV Battery Copper mining 0.21 1.43 0.38 0.19 1.25 1,202.05
HEV Battery Nickel mining 0.33 7.27 1.24 0.63 3.02 1,825.89
HEV Battery Cobalt mining 0.69 7.13 37.62 4.22 31.46 2,339.81
HEV Battery Manganese mining 0.01 0.07 0.29 0.15 0.12 85.41
HEV Battery Copper production 1.30 22.97 1.49 0.93 202.84 10,967.03
HEV Battery Nickel production 0.46 15.39 7.21 3.61 702.19 3,440.74
HEV Battery Cobalt production 1.64 9.95 1.08 0.66 43.13 8,788.99
HEV Battery Lithium production 1.58 15.13 1.97 1.53 6.97 4,384.26
HEV Battery Graphite production 2.33 25.14 10.34 5.05 149.35 9,075.20
HEV Battery Remainder 34.01 118.35 28.46 15.02 289.55 141,576.58
BEV Battery Copper mining 1.24 8.37 2.21 1.09 7.32 7,032.86
BEV Battery Nickel mining 5.86 130.22 22.24 11.23 54.03 32,702.99
BEV Battery Cobalt mining 12.31 127.71 673.75 75.63 563.46 41,907.66
BEV Battery Manganese mining 0.01 0.07 0.29 0.15 0.12 85.41
BEV Battery Copper production 7.63 134.38 8.70 5.41 1,186.78 64,164.84
BEV Battery Nickel production 8.20 275.57 129.18 64.75 12,576.75 61,626.12
BEV Battery Cobalt production 29.31 178.17 19.26 11.87 772.54 157,417.08
BEV Battery Lithium production 28.38 271.07 35.23 27.32 124.88 78,525.21
BEV Battery Graphite production 41.41 446.87 183.72 89.81 2,654.27 161,287.11
BEV Battery Remainder 333.40 1,311.81 362.30 191.10 3,648.99 1,556,346.80
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Table S16. Summary of NAICS (2012 revision) industry codes used to characterize upstream processes related to elements serving as key
inputs of battery manufacturing processes. To create a rough estimate of emissions damages for processes with a negligible level of activity
in the U.S., their emissions are assumed to be co-located with processes sharing the same NAICS code. For example, there is negligible
nickel mining activity in the U.S., so nickel mining emissions are assumed to occur in U.S. counties where copper mining activity are located.

Mining Refining or Manufacture

Nickel
212234: Copper and Nickel 

Copper
Ore Mining 331410: Nonferrous Metal (except 

Aluminum) Smelting and Refining

Cobalt
212299: All Other Metal

Manganese
Ore Mining

325180: Other Basic Inorganic

Lithium
Chemical Manufacturing

Graphite
335991: Carbon and Graphite 

Product Manufacturing

= Part of the modeled supply chain and US activity is non-negligible

= Part of the modeled supply chain but US activity is negligible

= Not part of the supply chain as modeled
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Table S17. County FIPS codes.

Process County FIPS code Description

Copper mining & production

04* Arizona
16* Idaho
26* Michigan
29* Missouri
30* Montana
32* Nevada
35* New Mexico
48* Texas
49* Utah

Cobalt mining

16059 Lemhi County, Idaho
26103 Marquette County, Michigan
27137 St. Louis County, Minnesota
30095 Stillwater County, Montana
30097 Sweet Grass County, Montana

Cobalt production
16059 Lemhi County, Idaho
30095 Stillwater County, Montana

Manganese production

24* Maryland
32* Nevada
39* Ohio
47* Tennessee
54* West Virginia

Lithium production 32009 Esmerelda County, Nevada
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