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Abstract

Job polarization and wage inequality have increased substantially in the last four

decades, being largely attributed to technological change. But there are two competing

drivers: Skill Biased Technological Change (SBTC), leading to a rising college premium;

and automation, leading to the replacement of routine occupations and the “hollowing

out” of the income distribution. Using a novel data set on Information Technology (IT)

adoption, we exploit geographical variation and the sorting patterns of differentially skilled

workers to infer the main driver of job and wage polarization. We find strong evidence

that there is more automation in big cities; big cities also have a disproportionate decrease

in the share of routine cognitive jobs (clerical workers and low-level white collar workers).

We propose an economic mechanism where the substitutability of routine workers by IT

leads to higher IT adoption in large cities than in small cities. Wages and productivity are

higher in large cities, whereas technology prices are constant across cities. This technology

also generates thick tails in the skill distribution in large cities.
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1 Introduction

Job polarization and wage inequality have risen sharply since the early 1980s. In particular,

the pay gap between the high and low educated, represented by the college premium, has gone

up substantially, from 40% in 1980 to exceeding 97%.1 Moreover, the college premium is at

the highest level since 1915, the earliest year for which representative data are available.2 The

standard explanation first put forward by Katz and Murphy (1992) is skill-biased technological

change (SBTC). New technologies make high skilled workers disproportionately more productive

than low and middle skilled workers, thus leading to higher wages.

At the same time, technological change through automation has resulted in the “disappear-

ing middle” of the income distribution. Automation has directly substituted capital for labor

in routine tasks previously performed by moderately skilled workers. Hence, automation re-

duces job opportunities in the middle of the skill distribution, including clerical, administrative,

production, and operative occupations. Jobs less affected by automation would demand either

non-routine abstract tasks – requiring high levels of education and commanding high compen-

sation – or non-routine manual tasks – which tend to be low-paying manual jobs. Consequently,

we have a “hollowing out” of the income distribution

An open question is which of the technological forces – SBTC and automation – predominates

in delivering job polarization and growing income inequality. To investigate these distinct drivers

of job polarization and wage inequality, in this paper we exploit the geographical variation of

technology adoption. The variation of technological change across locations informs us about

the relative importance of technology on the college premium and on polarization.

We find that routine-task jobs are replaced by computers and software faster in large, expen-

sive cities than in small, cheap cities. We show that living costs – in particular housing costs –

play a key role. For example, let’s consider two offices that are demanding for some standard

accounting services that can be performed either by an accounting assistant or by an accounting

software. One of these offices is located in New York city, the other in Akron, OH. In order

to hire a new accounting assistant, the New York office must pay a wage that allows the new

employee to live in an area close enough to the company’s office in order to go to work every day.

Since housing costs in the New York area are significantly higher than in Akron, OH, the New

York-based firm must pay more to hire the same accounting assistant. In comparison, accounting

software is the same price in both cities. Consequently, automation at a location-independent

price is a more attractive substitute to the New York firm. In equilibrium, it is more likely that

1See Acemoglu and Autor (2011).
2According to Goldin and Katz (2009).
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the New York firm will introduce the new software, while the Akron office hires an additional

accounting assistant.

Our contribution is double. First, we use a novel data set collected by Aberdeen to ana-

lyze the role of investment in technology in local, geographically differentiated labor markets or

CMSAs (Combined Metropolitan Statistical Areas). We have data for two measures: the total

IT budget per worker and the expenditure on Enterprise Resource Planning (henceforth ERP)

software. The combined use of IT budget per worker and exposure to ERP software gives us

a diverse measure of technology adoption. On one hand, IT budget per worker is an accurate

measure of investment in technology, being possibly used to either automate away routine tasks

or complement non-routine cognitive tasks. Moreover, IT budget per worker is a continuous

variable, and also has more detailed information and coverage across establishments. Instead,

information on ERP software usage allows us to clearly identify the intensity of usage of automa-

tion technology.3 Consequently, the introduction of ERP software reduces the need for clerical

and low-level white collar workers. Moreover, in contrast with Personal Computers (PCs), which

are general purpose technologies (Jovanovic and Rousseau (2005)), ERP software has as its main

goal the replacement of clerical work.4

Our empirical results show that large and more expensive cities invest more in technology,

measured either by the total IT budget per worker or by ERP software. At the same time, large

expensive cities have also experienced the largest decrease in the fraction of routine cognitive

workers in the population of employed workers.

Our second contribution is to propose a mechanism that can explain this correlation. We

build an equilibrium model of heterogeneous workers’ locations across cities that offers an eco-

nomic mechanism to explain the empirical relation between investment in technology and the

decline in routine tasks. In our model, housing prices play a key role in workers’ city choices.

Heterogeneously skilled citizens earn a living based on a competitive wage and choose housing

in a competitive housing market. Under perfect mobility, their location choices make them in-

different between consumption-housing bundles, and therefore between different wage-housing

price pairs across cities. Wages are generated by firms that compete for labor and that have

access to a city-specific technology summarized by that city’s total factor productivity (TFP).

3As pointed out by Bloom et al. (2014), ERP is the generic name for software systems that integrate several
data sources and processes of an organization into a unified system. These applications are used to store, retrieve,
and share information on any aspect of the sales and firm organizational processes in real time. This information
includes not only standard metrics like production, deliveries, machine failures, orders and stocks, but also broader
metrics on human resources and finance.

4Unfortunately, clear drawbacks of ERP measures are their coarseness – the only available information on
ERP it is its type (no available information on type and number of licenses, for example), as well as the fact that
we have information on software installation for 10% of the establishments in our sample.
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This naturally gives rise to a price-theoretic measure of skills. Larger cities pay higher wages,

and are more expensive to live in. Under worker mobility, revealed preference location choices

imply that wages adjusted for housing prices are a measure of skills.

Within this framework, we introduce investment in technology capital. We start from the

premise that that capital is produced globally and all cities are small open economies in the

market for capital. Therefore, firms in all cities can rent any quantity of capital and take

capital’s rental rate as given.

In the presence of technological investment, we test the two competing hypotheses that

have set out to analyze. On the one hand, the Skill Biased Technological Change (SBTC)

hypothesis considers that capital and high-skill workers are complements, leading to a college

wage premium. On the other hand, the automation hypothesis considers that mid-skill workers

and capital are substitutes. While we believe that these hypothesis are not mutually exclusive,

this simplification allows us to draw some stark comparisons in order to identify the driving

forces behind the changes in the employment and wage distributions across cities.

We show that the automation hypothesis is able to match the empirical patterns that we

find in the data particularly well. We observe an increasing substitution of routine cognitive

jobs with ERP software and computers as the cost of investment of these technologies falls.

Moreover, our model shows that the automation hypothesis is also able to deliver the thick tails

distribution in the skill distribution, documented by Eeckhout et al. (2014). In contrast, in the

same set-up, the SBTC hypothesis would deliver First Order Stochastic Dominance (FOSD) in

the skill distribution. In this sense, while we do not discard the possibility of SBTC, our results

point to the importance of including the automation hypothesis in order to match some key

patterns presented by the empirical evidence.

Related Literature. Our paper is closest to Autor and Dorn (2013). They show that areas with

a high concentration of workers performing routine tasks, there is a push towards automation. In

this sense, we could imagine an initial large sunk cost of implementing automation – particularly

true for routine manual workers – which would be more profitable the more workers the new

machines would substitute. Our results point towards a different dynamics, that hinges on the

differences of local prices. Through our results, even though clerical workers may be a somewhat

smaller fraction of the labor force in New York City than in Akron OH, the fact that hiring a new

accounting assistant is significantly more expensive in New York City makes it more attractive

to New York-based firms to introduce the new software. Consequently, it is not necessarily the

absolute fraction of the work force in routine tasks that induce automation, but the relative

cost of introducing the new technology vs. routine task workers. Our results suit quite well the
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introduction of technologies that do not demand large initial sunk costs – such as the adoption

of new softwares.

The notion that capital investment affects different skilled workers is of course not new.

Krusell et al. (2000) were the first to argue that the college premium has risen so much because

technological investment affects the high skilled more than the low skilled. The drop in the cost

of such new technologies then further widens the gap between skilled and unskilled workers.

Similarly, Beaudry et al. (2010) show that technology adoption – measured by PCs per worker –

has occurred first in areas with relatively high supply of skill (or with low relative price of skill).

They also show that these areas experienced the greatest increase in the return to education. Our

analysis, while controlling for the relative supply of high skill workers in the MSA, highlights

the importance of local prices in the sorting of workers and activities across space, which is

mostly missing from Beaudry et al. (2010)’s analysis. Moreover, by allowing more than two

types of workers, our framework is better suited to address the issues of job polarization and

“disappearing middle” of the income distribution.

We are the first to document the effects of introducing new technologies while looking at

technology investments that are not only tied to geographical locations, but also to a particular

use. In this sense, we focus on software whose use is clearly related to the activities performed

by routine cognitive workers, instead of general purpose technologies, such as PCs.5

In his 2019 Ely lecture, Autor (2019), like us, documents the variation of the disappearing

middle across geographical locations. He also finds that this phenomenon is more pronounced in

large cities. We go a step further, providing a mechanism to explain the economic phenomenon.

Moreover, we use a direct measure of technology, namely the price of investment in technological

capital. We have unique data on the use of technology at the establishment level. Acemoglu

and Restrepo (2017) also analyze the role of technological change on the labor market, but they

impute local level robot use based on national data. They posit that locations with lots of

manufacturing have robots and have a decline in employment. Instead, we observe the adoption

of new technologies at the establishment level.

Our paper is divided into six sections. Section 2 presents our model and theoretical results.

Section 3 describes the data. Section 4 presents our empirical results. Section 5 estimates an

extended version of the model that includes occupational choice and a housing supply sector. It

also shows preliminary counterfactual experiments. Finally, section 6 concludes the paper. All

proofs are presented in appendix section B.

5Autor and Dorn (2013) use the measure constructed by Doms and Lewis (2006) to pin down the number of
PCs in 1990.
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2 Model

Population. Consider an economy with heterogeneously skilled workers. Workers are indexed by

a skill type i. For now, let the types be discrete: i P I “ t1, ..., Iu. Associated with this skill

order is a level of productivity xi. Denote the country-wide measure of skills of type i by Mi.

Let there be J locations (cities) j P J “ t1, ..., Ju. The amount of land in a city is fixed and

denoted by Hj. Land is a scarce resource.

Preferences. Citizens of skill type i who live in city j have preferences over consumption cij, and

the amount of land (or housing) hij. The consumption good is a tradable numeraire good with

price equal to one. The price per unit of land is denoted by pj. We think of the expenditure

on housing as the flow value that compensates for the depreciation, interest on capital, etc.

In a competitive rental market, the flow payment will equal the rental price.6 A worker has

consumer preferences over the quantities of goods and housing c and h that are represented

by: upc, hq “ c1´αhα, where α P r0, 1s. Workers are perfectly mobile, so they can relocate

instantaneously and at no cost to another city. Because workers with the same skill are identical,

in equilibrium each of them should obtain the same utility level wherever they choose to locate.

Therefore for any two cities j, j1 it must be the case that the respective consumption bundles

satisfy upcij, hijq “ upcij1 , hij1q, for all skill types @i P t1, ..., Iu.

Technology. Cities differ in their total factor productivity (TFP) which is denoted by Aj. For

now, we assume that TFP is exogenous. We think of it as representing a city’s productive

amenities, infrastructure, historical industries, persistence of investments, etc.

In each city, there is a technology operated by a representative firm that has access to a

city-specific TFP Aj. Output is produced by choosing the right mix of differently skilled workers

i as well as the amount of capital k. While labor markets are local and workers must live in

the city in which they are employed, capital markets are global and even large cities are small

open economies in the capital markets. We also consider that firms rent capital that is owned

by a zero measure of absentee capitalists. For each skill i, a firm in city j chooses a level of

employment mij and produces output: AjF pm1j, ...,mIj, kjq. Firms pay wages wij for workers

of type i. It is important to note that wages depend on the city j because citizens freely locate

between cities not based on the highest wage, but, given housing price differences, based on the

highest utility. Like land and capital, firms are owned by absentee capitalists (or equivalently,

all citizens own an equal share in the mutual fund that owns all the land and all the firms).

6We will abstract from the housing production technology; for example, we can assume that the entire housing
stock is held by a zero measure of absentee landlords.

5



Finally, we consider that the rental price for capital is given by r ą 0 which is determined in the

global market and taken as given by firms in the different cities.

Market Clearing. In the country-wide market for skilled labor, markets for skills clear market

by market, and for housing, there is market clearing within each city:

J
ÿ

j“1

Cjmij “Mi, @i
I
ÿ

i“1

hijmij “ Hj, @j. (1)

where Cj denotes the number of cities with TFP Aj.

2.1 The Equilibrium Allocation

The Citizen’s Problem. Within a given city j and given a wage schedule wij, a citizen chooses

consumption bundles tcij, hiju to maximize utility subject to the budget constraint (where the

tradable consumption good is the numeraire, i.e. with price unity)

max
tcij ,hiju

upcij, hijq “ c1´αij hαij (2)

s.t. cij ` pjhij ď wij

for all i, j. Solving for the competitive equilibrium allocation for this problem we obtain c‹ij “

p1 ´ αqwij and h‹ij “ α
wij
pj

. Substituting the equilibrium values in the utility function, we can

write the indirect utility for a type i as:

Ui “ αα p1´ αq1´α
wij
pαj

ùñ wij “ Uip
α
j

1

αα p1´ αq1´α
, (3)

where Ui is constant across cities from labor mobility. This allows us to link the wage distribution

across different cities j, j1. Wages across cities relate as:

wij
wij1

“

ˆ

pj
pj1

˙α

. (4)

The Firm’s Problem. All firms are price-takers and do not affect wages. Wages are determined

simultaneously in each submarket i, j while capital rent is determined in the global market.

Given the city production technology, a firm’s problem is given by:

max
mij ,@i

AjF pm1j, ...,mIj, kjq ´
I
ÿ

i“1

wijmij ´ rkj, (5)
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subject to the constraint thatmij ě 0 and k ě 0. The first-order conditions are: AjFmij pmij, kjq “

wij, @i and AjFkj pmij, kjq “ r.7

Because there is no general solution for the equilibrium allocation in the presence of an

unrestricted technology, we focus on variations of the Constant Elasticity of Substitution (CES)

technology, where the elasticity is allowed to vary across skill types. As a benchmark therefore,

we consider the following separable technology:

AjF pm1j, ...,mIj, kjq “ Aj

˜

I
ÿ

i“1

mγi
ijxi ` kjxk

¸

(6)

with γi ă 1, @i P t1, ..., Iu. In this case the first-order conditions are Ajγim
γi´1
ij xi “ wij, @i and

Ajγik
γi´1
j xk “ r. Notice that if γi ” γ, @i P t1, ..., Iu we have a CES production function.

In an on line appendix, we solve the allocation under separable technology as a special

case of the more general technologies presented in the paper. Even without fully solving the

system of equations for the equilibrium wages, observation of the first-order condition reveals

that productivity between different skills i in a given city is governed by three components: (1)

the productivity xi of the skilled labor and how fast it increases in i; (2) the measure of skills

mij employed (wages decrease in the measure employed from the concavity of the technology);

and (3) the degree of concavity γi, indicating how fast congestion builds up in a particular skill.

Without loss of generality, we assume that wages are monotonic in the order i.8 This is consistent

with our price-theoretic measure of skill.

We now proceed by introducing varying degrees of complementarity/substitutability between

different skills and capital, starting from the separable technology. In this way, we are able to

address different theories in terms of the impact of technology in either boosting the productivity

of some types, as presented by the literature on Skill Bias Technological Change (henceforth

SBTC) or replacing workers, as in the literature about automation. For tractability, let there

be two cities, j P t1, 2u and three skill levels i P t1, 2, 3u. We will also consider the degree

of complementarity/substitutability by nesting a CES production function within the overall

production function. Consequently, if we assume that there is a degree of complementarity

7In what follows, the non-negativity constraint on mij and kj are dropped. This is justified whenever the
technology satisfies the Inada condition that marginal product at zero tends to infinity whenever Aj is positive.
This will be the case since we focus on variations of the CES technology.

8For a given order i, wages may not be monotonic as they depend on the relative supply of skills as well as on
xi. If they are not, we can relabel skills such that the order i corresponds to the order of wages. Alternatively,
we can allow for the possibility that higher skilled workers can perform lower skilled jobs. Workers will drop job
type until wages are non-decreasing. Then the distribution of workers is endogenous, and given this endogenous
distribution, all our results go through. For clarity of the exposition, we will assume that the distribution of skills
ensures that wages are monotonic.
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between skill i and capital, while none between the remaining skills, then we consider that the

technology can be written as
`

mθ
ijxi ` k

θxk
˘

γi
θ `

ř

l“´im
γj
lj xl. Notice that if γi ą θ, skill i and

capital are gross complements, while if γi ă θ, capital and skill i are gross substitutes.

Definition 1 Consider the following technologies:

I. Automation. Capital and middle skill workers are substitutes.

AjF pm1j,m2j,m3j, kq “ Aj

!

mγ1
1jx1 `

`

mθ
2jx2 ` k

θ
jxk

˘

γ2
θ `mγ3

3jx3

)

where γ2 ă θ (7)

II. Skill-Bias Technological Change. Capital and high skill workers are complements.

AjF pm1j,m2j,m3j, kq “ Aj

!

mγ1
1jx1 `

`

mθ
3jx3 ` k

θ
jxk

˘

γ3
θ `mγ2

2jx2

)

where γ3 ą θ (8)

2.1.1 Automation

We first derive the equilibrium conditions for case I, Automation. The first-order conditions

(henceforth FOCs) are for each j and all skill types i and capital, respectively:

pm1jq : Ajγ1m
γ1´1
1j x1 “ w1j, @j P J ;

pm2jq : Aj
γ2
θ

`

mθ
2jx2 ` k

θ
jxk

˘

γ
θ
´1
θmθ´1

2j x2 “ w2j, @j P J ;

pkjq : Aj
γ2
θ

`

mθ
2jx2 ` k

θ
jxk

˘

γ2
θ
´1
θkθ´1j xk “ r, @j P J ;

pm3jq : Ajγ3m
γ3´1
3j x3 “ w3j, @j P J ;

(9)

Using labor mobility, we can write the wage ratio in terms of the house price ratio for all

i, wi2
wi1

“

´

p2
p1

¯α

and equate the first-order condition in both cities for a given skill. If we then

compare the results for low- and high skill workers and use both the utility equalization condition,

due to labor mobility, and the housing market clearing conditions for cities 1 and 2 we have:

m11 “

”´

p1
p2

¯α
A2

A1

ı
1

γ1´1

M1

"

1`
”´

p1
p2

¯α
A2

A1

ı
1

γ1´1

* and m31 “

”´

p1
p2

¯α
A2

A1

ı
1

γ3´1

M3

"

1`
”´

p1
p2

¯α
A2

A1

ı
1

γ3´1

* (10)

and likewise for city 2. Finally, using the FOCs for skill 2 and capital, jointly with utility
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equalization and labor market condition for skill 2 in city 1, we have:

m21 “

´

p1
p2

¯
α
θ´1 k1

k2
„

1`
´

p1
p2

¯
α
θ´1 k1

k2

M2 and k2 “

M2x
1
θ
2 ´

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

k1

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

(11)

and likewise for city 2.

So far we have consumer optimization for consumption and housing, the location choice by

the worker, and firm optimization given wages. The next step is to allow for market clearing in

the housing market given land prices. The system is static and solved simultaneously, which is

reported in the appendix section A. In what follows, we assume Hj “ H for all cities j. Below,

we will discuss the implications where this simplifying assumption has bite.

The Main Theoretical Results. First we establish the relationship between TFP and house prices.

When cities have the same amount of land, we can establish the following result.

Proposition 1 (Automation, TFP, and Housing Prices) Assume γ2 ă θ. Ai ą Aj ñ

pi ą pj, @j P t1, 2u

Consequently, the city with the highest TFP is also the one with the highest housing prices.

We establish this result for cities with an identical supply of land. Clearly, the supply of land is

important in our model since in a city with an extremely small geographical area, labor demand

would drive up housing prices all else equal. This may therefore make it more expensive to

live in even if the productivity is lower. Because in our empirical application we consider large

metropolitan areas (NY city for example includes large parts of New Jersey and Connecticut),

we believe that this assumption does not lead to much loss of generality.9

We now focus on the demand for capital and TFP. As proposition 2 shows, the city with

higher TFP also demands more capital. The intuition is straightforward. In cities with higher

TFP, housing prices are higher and workers must be compensated in order to afford living in

a more expensive place. Furthermore, since firms with higher TFP hire more of all skill levels,

the decreasing marginal returns are also more strong, pushing towards the increase in the use

of capital in order to replace middle skills in this case. Hence, high-TFP cities demand more

capital.

9In fact, the equal supply of housing condition is only sufficient for the proof, but not necessary. However, our
model does not address the important issue of within-city geographical heterogeneity, as analyzed for example
in Lucas and Rossi-Hansberg (2002). In our application, all heterogeneity is absorbed in the pricing index by
means of the hedonic regression.
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Proposition 2 (Automation, TFP and capital demand) Assume γ2 ă θ. Ai ą Aj ñ

ki ą kj.

Then, in theorem 1 we show that the city with the high TFP is also larger. In fact, we are

able to show that, in equilibrium, the high-TFP city has more workers at all skill levels.

Theorem 1 (Automation and City Size) Assume γ2 ă θ and A1 ą A2. We have that

S1 ą S2.

Finally, theorem 2 shows that, in the case in which γi ” γ for all skills and γ ă θ, high-TFP

city has proportionately more of high and low skill workers than low-TFP cities. This is true

even though high-TFP cities have more of all types. Consequently, the high-TFP city is more

unequal in terms of its skill distribution.

Theorem 2 (Automation and Spatial Sorting) Assume γi ” γ, @i P t1, 2, 3u and γ ă θ.

If A1 ą A2 we have that city 1 has thick tails in the skill distribution.

In appendix section C, we simulate the automation model to get a better understanding of

the model’s mechanisms. We focus on parameter changes related to the observed evolution of

computer power and prices over the last twenty years. We also take into account changes in

the employed labor force’s skill distribution. Our counterfactual exercises show that, while the

changes in the skill distribution may be responsible for the bulk of the change in the overall

shape of the distributions between 1995 and 2015, changes in technology’s cost and productivity

are the leading factors explaining why big cities are increasingly more unequal when compared

to smaller ones. Finally, the exercise highlights that automation by itself is unlikely to explain

the increase in compensation growth observed by high-skill workers. In other words, SBTC is

likely needed in order to boost high-skill workers income growth.

2.1.2 Skill Biased Technological Change

We now consider the case of Skill-Bias Technological Change (henceforth SBTC) in which capital

and high-skill workers are complements. In this case, the FOCs for each city j, skill type i, and

capital, respectively are:

pm1jq : Ajγ1m
γ1´1
1j x1 “ w1j

pm2jq : Ajγ2m
γ2´1
2j x2 “ w2j

pm3jq : Ajγ3
`

mθ
3jx3 ` k

θ
jxk

˘

γ3
θ
´1
mθ´1

3j x3 “ w3j

pkjq : Ajγ3
`

mθ
3jx3 ` k

θ
jxk

˘

γ3
θ
´1
kθ´1j xk “ r

(12)
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Using labor mobility, we can write the wage ratio in terms of the house price ratio for

all i, wi2
wi1

“

´

p2
p1

¯α

and equate the first-order condition in both cities for a given skill. If we

then compare the results for low- and middle-skill workers and use both the utility equalization

condition, due to labor mobility, and the housing market clearing conditions for cities 1 and 2

we have:

m11 “

”´

p1
p2

¯α
A2

A1

ı
1

γ1´1

M1

"

1`
”´

p1
p2

¯α
A2

A1

ı
1

γ1´1

* and m21 “

”´

p1
p2

¯α
A2

A1

ı
1

γ2´1

M2

"

1`
”´

p1
p2

¯α
A2

A1

ı
1

γ2´1

* (13)

and likewise for city 2. Finally, using the FOCs for skill 3 and capital, jointly with utility

equalization and labor market condition for skill 2 in city 1, we have:
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and likewise for city 2.

So far we have consumer optimization for consumption and housing, the location choice by

the worker, and firm optimization given wages. The next step is to allow for market clearing in

the housing market given land prices. The system is static and solved simultaneously, which is

reported in appendix section A. In what follows, we assume Hj “ H for all cities j. Below, we

will discuss the implications where this simplifying assumption has bite.

The Main Theoretical Results. First we establish the relationship between TFP and house prices.

When cities have the same amount of land, we can establish the following result.

Proposition 3 (SBTC, TFP, and Housing Prices) Assume γ3 ą θ. Ai ą Aj ñ pi ą pj,

@j P t1, 2u

Consequently, the city with the highest TFP is also the one with the highest housing prices.

We establish this result for cities with an identical supply of land. Clearly, the supply of land is

important in our model since in a city with an extremely small geographical area, labor demand

would drive up housing prices all else equal. This may therefore make it more expensive to

live in even if the productivity is lower. Because in our empirical application we consider large

metropolitan areas (NY city for example includes large parts of New Jersey and Connecticut),

we believe that this assumption does not lead to much loss of generality.
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We now focus on the demand for capital and TFP. As proposition 4 shows, the city with

higher TFP also demands more capital.

Proposition 4 (SBTC, TFP, and capital demand) Assume γ3 ą θ. Ai ą Aj ñ ki ą kj.

Corollary 1 shows that the high TFP city also attracts more high-skill workers.

Corollary 1 (SBTC and demand for high skill) Assume γ3 ą θ. Ai ą Aj ñ m3i ą m3j.

Finally, theorem 3 shows that in the case in which γi ” γ for all skills and γ ą θ, high-

TFP city attracts proportionately more skilled workers. In particular, we show that the skill

distribution in the high-TFP city stochastically dominates in first order the skill distribution in

the low-TFP city.

Theorem 3 Assume γi ” γ, @i P t1, 2, 3u and γ ą θ. If A1 ą A2, we have that city 1’s skill

distribution F.O.S.D. city 2’s skill distribution.

Differently from the case of Automation, SBTC does not imply that the high-TFP city

is larger. In appendix section D, we present two examples that illustrate that results can go

either way, i.e., depending on the parameters we may have the high-TFP city to be either larger

or smaller than the low-TFP city.

3 Data Sources and Measurement

Data on Workers

Our main data source is the Census Public Use Microdata. We use the 5% Samples for 1980,

1990, and 2000 and for 2013-2015 we combine the American Community Survey yearly files.

From these files, we construct labor force and price information at the Metropolitan Statistical

Area (MSA) level. The definition of a MSA we use is the 2000 Combined Metropolitan Statistical

Areas (CMSA) by the Census for all MSAs that are part of an CMSA or otherwise the MSA

itself. For simplicity, we will refer to this definition as MSA from now on. We follow the same

procedure as Baum-Snow and Pavan (2013) in order to match the Census Public Use Microdata

Area (PUMA) of each Census sample to the 2000 Census Metropolitan Area definitions. The

Census data restricts us to consider only MSAs which are sufficiently large, as they are otherwise

not identifiable due to the minimal size of a PUMA. For each year we then construct information

on the labor force in each MSA and the local price level. We focus our attention to full-time,

full-year workers aged 25-54. In order to obtain an estimate of the price level at the MSA level,

12



we consider a simple price index including both consumption goods – which sell at the same

price across different locations – and housing, which is priced differently in each MSA. Based on

a hedonic regression using rental data and building characteristics, we calculate the difference in

housing values across cities. In large parts of our empirical analysis we focus on the occupational

composition of MSAs. To do so, we aggregate the census occupations into broad groups based on

their task content as in Cortes et al. (2014). Table 1 shows the classification into groups by task

components and the corresponding titles of occupation groups in the Census 2010 Occupation

Classification system10.

Table 2 presents sample averages and standard deviations in the subsample of MSAs for which

we have data in all years in the Census and information on technology adoption. We present

descriptive statistics for the main variables used in the analysis: occupation shares, employment

levels, and our MSA rent index.

Table 1: Occupation Groups by Tasks

Tasks Census Occupations
Non-routine Cognitive Management

Business and financial operations
Computer, Engineering and Science
Education, Legal, Community Service, Arts and Media Occupations
Healthcare Practitioners and Technical Occupations

Non-routine Manual Service Occupations
Routine Cognitive Sales and Related

Office and Administrative Support
Routine Manual Construction and Extraction

Installation, Maintenance and Repair
Production
Transportation and Material Moving

Data on technology

Our technology data comes from the Ci Technology Database, produced by the Aberdeen

Group (formerly known as Harte-Hanks). The data has detailed hardware and software infor-

mation for over 200,000 sites in 201511, including not only installed capacity but also expected

future expenses in technology. Their data also includes detailed geographical location for the

10See https://www.census.gov/people/io/files/2010_OccCodeswithCrosswalkfrom2002-2011nov04.

xls for the detailed list of Census 2010 Occupations and Cortes et al. (2014) for the mapping to previous Census
Occupation Classifications

11In fact, the overall sample is significantly larger than 200,000, but we are restricting the sample to the plants
and sites to which we have detailed software information.
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Table 2: Descriptive Statistics

1980 2015
mean mean

(st. dev.) (st. dev.)

MSA’s Occupation Shares

Non-Routine Cognitive 34.6% 45.3%
(3.95) (5.46)

Non-Routine Manual 9.9% 14.8%
(2.43) (2.38)

Routine Cognitive 29.8% 22.9%
(2.12) (1.96)

Routine Manual 25.3% 16.7%
(4.71) (3.08)

MSA’s Rent and Size

log rent index 0.01 0.01
(0.13) (0.23)

Employment in 000s 861.61 1535.77
(1049.25) (1678.15)

No. of MSAs 261 261

Note: Averages and standard deviations are weighted by
MSA employment. Subsample of MSAs for which we have
complete data in all years.

interviewed sites, as well as aggregation to the firm level. Finally, they also collect some basic

information about the sites, such as detailed industry code, number of employees, and total

revenue. We have available information for the years 1990, 1996, and 2000-2015. Our current

analysis focuses on the information from 2015 not only due to a larger sample size, but also due

to more detailed information on IT budget and software installation.

We consider several measures of investment in technology. Initially, we consider a broad

measure of investment in technology: the total IT budget per worker. While this measure may

overstate the investment in technology made to either boost the productivity or replace a given

set of workers, it has several advantages. First, this measure is available for all the establishments

in our sample. Second, the portion of our database that includes IT budget information covers

a significant fraction of the employed labor force as well as establishments, once compared

to other standard databases.12 In particular, table 3 shows that, compared to the National

Establishment Time-Series (NETS), our sample covers on average 53% of the MSA’s employed

12National Establishment Time-Series (NETS) and the County Business Pattern (CBP), for example.
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labor force. Moreover, while table 3 shows that our sample covers on average only 13% of the

MSA’s establishments, table 4 shows that this is mostly due to a low coverage of establishments

with 1 to 4 employees. In fact, the coverage is on average above 60% for establishments with 20

employees or more. In terms of industry coverage, while our sample is more heavily concentrated

in manufacturing, all but two sectors have average coverage in the MSA above 30% (see table

5).13 Third, it is an easily interpretable continuous variable, i.e., it does not suffer from potential

biases or judgment calls in the variable construction. Fourth, IT budget per worker is highly

correlated to several different categories of investment in technology. In particular, in 2015, in our

sample of more than 170,000 establishments, the correlation between IT budget per worker and

hardware budget per employee, software budget per employee, and PC budget per employee is

always above 0.95. Consequently, overall IT budget per worker gives us a good summary statistic

for the variation in technology adoption observed across both establishments and MSAs.

Alternatively, we may focus on measures that target the degree of complementarity or sub-

stitutability between a group of occupations and technology. In particular, we focus on the

adoption of Enterprise Resource Planning software (ERP) in order to measure the establish-

ments intent in automate routine cognitive tasks. As pointed out by Bloom et al. (2014), ERP

software systems integrate several data sources and processes of an organization into a unified

system, reducing the need for clerical and low-level white collar workers. We consider ERPs that

help managing the following areas: Accounting, Human Resources, Customer & Sales Force,

Collaborative and Integration, Supply Chain Management, as well as bundle software like the

ones produced by SAP, which are usually called Enterprise Applications.

There are benefits and drawbacks in using ERP measures. The main benefit is that ERP is a

clear measure of a establishment’s intent in automating. In this sense, ERP softwares are quite

distinct from aggregate measures such as IT budget and other general purpose technologies,

such as the adoption of personal computers. The key drawbacks are twofold. First, there is a

significant reduction in establishment coverage. As shown in table 3, our information on ERP

adoption covers on average only 16% of workers and 1% of establishments in the MSA, compared

to NETS. Moreover, even after controlling for establishment size, MSA average coverage is above

30% only for establishments that have 250 employees or more. Second, we need to focus on

coarser measures of technology adoption. Our leading measure of ERP adoption is the fraction

of establishments in the MSAs that adopted ERP softwares. This measure, while being easy to

calculate and robust to outliers, does not capture the intensive margin of ERP adoption. For

example, consider two establishments, A and B, that adopt ERP softwares at different degrees.

13Our results are also robust to sub-samples focused on private establishments. Consequently, the inclusion of
state-run or governmental departments in our sample do not drive our results.
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Establishment A adopts a relatively simple accounting software that may replace the work of

a few accounting assistants. Differently, establishment B adopts an integrated ERP software

system that allows it to automate several processes within the firm – sales, HR, inventory,

accounting, etc. Both establishments would be classified as “adopters” and contribute the same

for our leading measure. Consequently, our leading measure will be biased towards finding no

effect.

Due to the significant drawbacks of the ERP measure, we focus our analysis on the IT budget

per worker in section 4. However, we present the results for ERP measures in appendix section

E. While results are understandably weaker for ERP – due to smaller sample size – they are still

qualitatively similar to the ones presented in section 4.

Finally, in terms of geographical coverage and summary statistics, figure 1a shows the geo-

graphical dispersion of IT budget per worker across the country in 2015. First of all, corrobo-

rating the results presented in table 3, notice that the geographical coverage is quite good, with

only very few MSAs missing. In fact, the missing MSAs are due to the matching procedure of the

Census PUMA to the 2000 Census Metropolitan Area definitions as described by Baum-Snow

and Pavan (2013).

Table 6 presents the summary statistics for IT budget per worker across MSAs. First of

all, notice that there is a difference in the definition of the unit of count between the first row

and rows 2-4 in table 6. In the first row, we calculate the MSA’s IT budget per worker by

dividing the sum of the total IT budget of all establishments in the MSA by the sum of these

establishments labor force. In this sense, we obtain an average IT budget per worker that puts

more weight on larger establishments. Differently, for the summary statistics presented in rows

2-4, we first calculate the IT budget per worker for each establishment and then look at the

average, median, and standard deviation of IT budget per worker across establishments within a

given MSA. Consequently, rows 2-4 have an establishment as the unit of measure, reducing the

weight of larger establishments in the overall count. In this sense, rows 2-4 allows us to evaluate

within- and between-MSA IT budget per worker dispersion across establishments. While our

analysis focuses on the definition of MSA’s IT budget per worker presented in table 6’s row 1,

rows 2-4 show that there is significant within-MSA variation of IT budget per worker across

establishments. Moreover, our empirical results are robust to the different ways to calculate the

IT budget per worker presented in table 6. As we can see in row 1 of table 6, there is significant

variation in IT budget per worker across MSAs.

In our estimates at the metropolitan area level, we follow the literature in their data adjust-

ments. In particular, we control for the distribution of establishment sizes across cities following
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Table 3: Coverage Ci Aberdeen relative to NETS

Mean S.D. p10 p25 p50 p75 p90 N

IT Budget Sample
Fraction Emp. in Ci 53% 9% 44% 50% 55% 58% 61% 272
Fraction Est. in Ci 13% 3% 9% 11% 13% 15% 15% 272
Fraction Sales in Ci 54% 9% 45% 51% 55% 59% 63% 272

ERP Sample
Fraction Emp. in Ci 16% 5% 10% 13% 15% 18% 21% 272
Fraction Est. in Ci 1% 0% 1% 1% 1% 1% 1% 272
Fraction Sales in Ci 17% 6% 10% 14% 17% 20% 24% 272

Table 4: Coverage Ci Aberdeen relative to NETS by Establishment Size

Mean S.D. p10 p25 p50 p75 p90 N

IT Budget Sample
1 to 4 Employees 3% 1% 2% 3% 3% 4% 4% 272
5 to 9 Employees 27% 4% 22% 25% 27% 29% 31% 272
10 to 19 Employees 56% 7% 50% 53% 57% 59% 61% 272
20 to 49 Employees 61% 7% 57% 59% 62% 65% 67% 272
50 to 99 Employees 68% 8% 62% 65% 68% 72% 74% 272
100 to 249 Employees 69% 9% 62% 66% 70% 73% 76% 272
250 to 499 Employees 78% 12% 67% 72% 77% 83% 90% 272
500 to 999 Employees 84% 27% 67% 75% 82% 90% 100% 272
1,000 or more Employees 84% 23% 58% 73% 83% 100% 110% 270

Table 5: Ci Coverage relative to NETS: Employment by Industry

Mean S.D. p10 p25 p50 p75 p90 N

IT Budget Sample
Manufacturing 70% 12% 59% 65% 72% 78% 82% 272
Construction 46% 8% 36% 41% 46% 51% 55% 272
Information 66% 13% 51% 60% 67% 74% 81% 272
Finance 47% 10% 37% 42% 47% 53% 59% 272
Professional & Bus Services 35% 10% 24% 30% 35% 41% 47% 272
Education and Health 68% 10% 60% 65% 70% 73% 76% 272
Leisure and Hospitality 21% 8% 13% 16% 20% 24% 29% 272
Public Adm 71% 11% 57% 68% 73% 77% 82% 272
Trade, Transp., and Util. 33% 7% 25% 29% 33% 37% 41% 272
Mining 55% 24% 15% 43% 60% 72% 81% 271
Other Services 28% 7% 20% 24% 28% 31% 36% 272

a similar approach to Doms and Lewis (2006), in which we net the technology adoption variable
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Figure 1: Geographical distribution of IT across CMSAs – 2015

Table 6: Descriptive statistics of technology adoption across MSAs – 2015

Mean Median S.D. Min Max N

IT Budget
MSA’s IT Budget/Emp. 4,919 4,381 2,436 2,710 33,905 272

Avg. IT Budget/Emp. by site 4,238 4,159 515 3,293 5,817 272
Median IT Budget/Emp. by site 2,888 2,860 342 2,062 3,750 272
St. Dev. IT Budget/Emp. by site 8,865 4,917 11,453 3,123 97,557 272

from the effects of industry and establishment size. Let γi,c,t be the technology for establishment

i in city c and time t. We estimate, using OLS, the following model:

γi,c,t “
ÿ

t

“

βI,tInd i,t ˆ Size i,t ` βC,tCity i,t ` βY,tYear i,t
‰

` εi,t (15)

where Ind, Size, and City are vectors of dummy variables of industry (3 digit SIC) of the

establishment, size of the establishment (8 employment size classes, following CBP14). In this

case, βC,t is the key measure, capturing the differences in technology use across cities, after

controlling for over 950 industry/size interactions.

Following Doms and Lewis (2006), we also drop observations where the Aberdeen coverage

is particularly slim, such as retail, farming, and mining. We also exclude establishments in the

IT producing sector.

14Doms and Lewis (2006) are not clear about which categories they are. However, since they weight their
regression based on the CBP and limit their sample to establishments with 5 employees or more, the class sizes
are likely: 5 to 9 employees,10 to 19 employees, 20 to 49 employees, 50 to 99 employees, 100 to 249 employees,
250 to 499 employees, 500 to 999 employees, and more than 1000 employees.
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Data on Metropolitan Areas’ Characteristics

In order to control for metropolitan area characteristics, we gather information on housing

supply elasticity, natural amenities, and industry composition in the MSA.

In terms of housing Supply Elasticity, we consider 3 possible measures. Our key measure

is based on Saiz (2010)’s housing supply elasticity. This measure takes into account both land

use restrictions as well as geographical restrictions in building in different areas. In robustness

checks presented in an online appendix, we consider two additional measures. The Wharton

Residential Land Use Regulation Index (WRLURI), based on work by Gyourko et al. (2008),

which takes into account building regulations. Finally, we consider Ganong and Shoag (2017)’s

Land regulation index, which is based on the number of state supreme and appellate court cases

containing the phrase “land use” over time. Each one of this measures has its pros and cons.

The benefit of the Ganong and Shoag (2017)’s measure is its time-series nature. In particular,

we can control for proxies for land-use restrictions in 1980, which is exogenous to changes that

happened in the period analyzed. On the other hand, this is a coarse measure, being available

only at the state level. Differently, the Saiz (2010)’s housing elasticity supply is a much richer

control, including detailed information on both regulation and geographical constraints at the

PMSA level. Unfortunately, this measure is only available for 2007.

We consider two sources of natural amenities. Our main measures of natural amenities

come from the United States Department of Agriculture (USDA). In particular, we focus on

the following measures: Mean Temperature for January (1941-1970); Mean Temperature for

July (1941-1970); Mean hours of Sunlight for January (1941-1970); lnp% of Water Areaq; Mean

relative humidity for July (1941-1970). In an online appendix, we measure of natural amenities

from the National Climatic Data Center (2008), computed by Albouy (2012). In particular, we

focus on the following measures: Heating and cooling degree days (annual); average sunshine as

a percentage of possible; average slope of the land in the metropolitan area; average distance to

the closest coastline.15

In order to control for the metropolitan areas industry composition, we follow Beaudry et al.

(2010) and include controls that reflect a city’s employment mix across 12 industry groups

in 1980. In particular, we control for the share of employment in industry categories that

correspond roughly to one-digit SICs (public sector is the excluded category): Agriculture and

Mining; Construction; Non-durable Manufacturing; Durable Manufacturing; Transportation and

Utilities; Wholesale; Retails; Finance, Insurance, and Real Estate; Business and Repair Services;

15In unreported regressions, we also controlled for Albouy (2012)’s Adjusted Quality of Life Index. Similarly,
we control for USDA’s Natural Amenities Scale. However, neither of these aggregate indexes is statistically
significant, differently from the direct measures of natural amenities.
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Other low-skill Services; Entertainment; Professional Services. To calculate this share, we gather

information on employment across industry sectors within MSAs using the 1980 County Business

Pattern (CBP).

4 Empirical Evidence

In this section, we describe our evidence regarding the adoption of automation technology and

the occupational composition of cities. We focus on the two main predictions of the theory: (1)

locations with higher housing costs should implement automation technology at higher rates and

(2) locations with higher housing costs should also see decreasing shares of their workforce being

employed in middle-skill occupations, whose tasks are being replaced by automation technology.

As discussed in section 3, we focus on IT budget per worker as our key variable on technology

investment. In appendix section E, we present the results using Enterprise Resource Planning

(ERP) software adoption by the establishment as the technology adoption indicator. Results are

qualitatively similar in both cases.

Table 7 shows the results for MSA-level linear regression models of the log of the average

IT budget per worker, adjusted for plant employment interacted with three-digit SIC industry,

following Beaudry et al. (2010) and Doms and Lewis (2006). In this table, we present initial

evidence that supports our theoretical results, even after taking into account alternative expla-

nations put forward by previous work. In particular, the importance of the presence of a local

supply of skilled workers (Doms and Lewis (2006) and Bessen (2002)) as well as the presence

of a large share of automatable routine jobs in the area, jointly with a decline in the costs of

automation and consumer preferences over varieties and services (Autor and Dorn (2013)). Our

goal is to show that the mechanisms presented in our model are still key drivers for technology

investment, even after controlling for alternative hypothesis.

Table 7 shows that MSA’s rental price index in 1980 helps to explain the variation in IT

budget per worker across MSAs, even after controlling for the presence of natural amenities,

housing supply elasticity, and industry composition.16 In specification (1), a one standard devi-

ation increase in local price index (an increase of 13% in the local price index) is associated with

an increase of $90.00 in the MSA’s average IT budget per worker. This magnitude corresponds

to an increase of 3% in the average IT budget per worker. Specification (2) finds no statistically

16As pointed out by Beaudry et al. (2010), in this case the industry mix controls are on top of the detailed
industry adjustment already preformed on the dependent variable (three-digit SIC ˆ establishment size). The
industry mix controls therefore capture any additional indirect or “spillover” effects of industry mix in the IT
regressions.
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significant correlation between the area’s ratio of college equivalents to non-college equivalents

and the average IT budget per worker in 2015. Similarly, specification (3) finds no statistically

significant correlation between the MSA’s share of routine-cognitive jobs in 1980 and the average

IT budget per worker in 2015. Specification (4) includes all controls presented in specifications

(1)-(3) together, with only a marginal decline in the magnitude of the impact of local rent prices.

Finally, specification (5) controls for the MSA’s average degree of offshorability of the local jobs

in 1980 – using the task offshorability index presented by Autor and Dorn (2013). We find that

the impact of local housing prices declines somewhat in magnitude. A one standard deviation

increase in local price index (an increase of 13% in the local price index) is associated with an

increase of $75.09 in the MSA’s average IT budget per worker. This magnitude corresponds to

an increase of 2.53% in the average IT budget per worker.

Table 7: IT budget per worker – 2015

(1) (2) (3) (4) (5)

log(IT) log(IT) log(IT) log(IT) log(IT)

MSA log rent index 1980 0.2446*** 0.2392** 0.2099**
(0.0936) (0.0982) (0.0989)

MSA routine cognitive share 1980 -0.6043 -0.6401 -0.9040**
(0.4438) (0.4184) (0.4217)

MSA’s log
`

S
U

˘

in 1980 0.0295 0.0072 -0.0048
(0.0354) (0.0349) (0.0332)

MSA Offshorability 1980 0.1956
(0.1261)

Housing supply elasticity -0.0032 -0.0050 -0.0088 -0.0001 -0.0000
(0.0065) (0.0066) (0.0067) (0.0064) (0.0065)

USDA’s Amenities Yes Yes Yes Yes Yes
MSA’s Industry Mix Controls Yes Yes Yes Yes Yes
F statistic 20.82 19.50 17.73 22.01 20.28
Adj. R2 0.544 0.527 0.523 0.546 0.550

MSAs 222 222 222 222 222

Standard errors in parentheses. The dependent variable in all columns is the logarithm of the average
IT budget per employee in the metro area, adjusted for plant employment interacted with three digit SIC
industry. Each observation (a MSA) is weighted by its employment in 2015. Stars represent: * p ă 0.1; **
p ă 0.05; *** p ă 0.01.

However, results presented in table 7 may suffer from selection on unobservables. In partic-

ular, the types of firms that select themselves into more expensive MSAs may be significantly

different from the ones that locate in less expensive places, biasing our results. In order to

control for this effect, in table 8 we run establishment-level linear regression models of the estab-

lishment’s IT budget per employee on MSA and establishment level variables. In particular, we

include firm- and industry-fixed effects. As a result, our results on local price level highlight the
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within-firm variation across establishments in different locations.17 Results presented in table

7, where we restrict our sample to establishments with at least 50 employees and we cluster

our standard errors at the MSA level. These results highlight the importance of local prices on

the establishment’s IT budget per employee, even after controlling for firm and industry fixed

effects. In fact, from specification (1), we observe that a one standard deviation increase in local

price index (an increase of 13.4% in the local price index) is associated with an increase in the

establishment’s average IT budget per worker of about $59.40. This magnitude corresponds to

an increase of 2.12% in the average IT budget per worker. While this effect seems small, we

must keep in mind that we are already controlling for firm- and industry-fixed effects, as well

as establishment’s size and revenue and MSA’s natural amenities and industry mix. Moreover,

notice that the coefficient of local prices index on IT budget per worker does not vary signif-

icantly across the different specifications presented in table 8. Finally, the coefficients of the

share of routine-cognitive workers in 1980, MSA’s average degree of offshorability of the local

jobs in 1980, and MSA’s ratio of college equivalent workers are all statistically insignificant.

We now turn to the second prediction of the theory: High cost locations should feature a

decline in the share of workers, whose tasks can be automated after the introduction of new

technology. We use 1980 as the pre-technology period and compare to the occupational compo-

sition in 2015. Our focus on such a long span of time is motivated by the fact that we compare

steady state predictions of the model and ignore short-term dynamics.

Table 9 presents the results of linear regressions of the change in the routine-cognitive share

of MSAs between 1980 and 2015. Specification (1) indicates that a one standard deviation

increase in local price index (an increase of 13.6% in the local price index) is associated with

a 0.9 percentage point larger drop in the routine-cognitive share over 1980-2015. Thus, the

most expensive places have about a 5.8 percentage point larger drop in the routine-cognitive

share relative to the cheapest locations. This is a significant difference compared to the average

routine-cognitive share of 23% in 2015. Specification (2) highlights the impact of the 1980’s

share of routine-cognitive workers. A one standard deviation increase in the 1980’s share of

routine-cognitive workers (an increase of 2.7 percentage points in the local share of routine-

cognitive jobs) is associated with a 2 percentage point larger drop subsequently. Specification

(3) shows that a one standard deviation increase in the share of “college equivalent” workers

relative to non-“college equivalent” workers (representing an 11 percentage-point increase in this

17In our sample, 62.2% of firms are single establishment (36,845 firms). From the multi-establishment firms
(22,409 firms), 54.5% (12,207 firms) have all their establishments in the same MSA (11,788 firms), while the
remaining 45.5% (10,202 firms) have establishments distributed across MSAs with significant differences in local
prices.
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Table 8: IT Investment by Establishment - Firm and Industry FE

(1) (2) (3) (4) (5)

log(IT) log(IT) log(IT) log(IT) log(IT)

MSA log rent index 1980 0.167*** 0.194*** 0.156*** 0.167*** 0.186***
(0.050) (0.054) (0.050) (0.050) (0.054)

MSA’s log
`

S
U

˘

in 1980 -0.025 -0.033*
(0.019) (0.019)

MSA Offshorability 1980 0.056 0.079
(0.071) (0.079)

MSA routine cognitive share 1980 0.001 0.001
(0.002) (0.003)

log(Site’s Size) -0.064*** -0.064*** -0.064*** -0.064*** -0.064***
(0.003) (0.003) (0.003) (0.003) (0.003)

log(Site’s Revenue) 2.400*** 2.400*** 2.400*** 2.400*** 2.401***
(0.040) (0.040) (0.040) (0.040) (0.040)

Housing Elasticity -0.001 -0.000 -0.001 -0.002 -0.001
(0.004) (0.004) (0.004) (0.004) (0.004)

Firm FE Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
MSA Controls Yes Yes Yes Yes Yes
F statistic 1,219.12 1,161.07 1,246.97 1,224.84 1,183.50
Adj. R2 0.7822 0.7823 0.7823 0.7823 0.7823

No. of Sites 187,642 187,642 187,642 187,642 187,642

No. of Firms 59,254 59,254 59,254 59,254 59,254

Standard errors in parentheses. The dependent variable in all columns is the logarithm of the average IT budget
per employee in the establishment. Each observation (an establishment) is weighted by the probability weight
from a match between the Aberdeen data and the 2015 County Business Pattern. Stars represent: * p ă 0.1; **
p ă 0.05; *** p ă 0.01.

share) is correlated with a 1.5 percentage point larger drop in the routine-cognitive share over

1980-2015. Specification (4), we combine all three regressors plus controls in a multivariate

regression. All three variables are strongly related to the decline in the routine-cognitive share

of workers, even after accounting for their covariation. However, the partial effect of each is

smaller. The effect of a one standard deviation higher house price drops to 0.5 percentage point.

Similarly, the effects of a one standard deviation higher initial routine share and ratio of “college

equivalent” workers drop to 1.8 and 0.9 percentage points, respectively. Finally, in specification

(5) we observe magnitudes and statistical significance to drop after we control for the average

degree of offshorability of the jobs in the MSA. The effect of a higher local price index drops

to about half of the observed effect in specification (1). Similarly, the effects of the share of

routine-cognitive workers in 1980 and the ratio of “college equivalent workers drop by 30% and
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Table 9: Change in routine-cognitive share, 1980-2015

(1) (2) (3) (4) (5)

∆rout-cog ∆rout-cog ∆rout-cog ∆rout-cog ∆rout-cog

MSA log rent index 1980 -0.0779*** -0.0434** -0.0348*
(0.0260) (0.0196) (0.0177)

1980’s Share Routine-Cognitive 1980 -0.7691*** -0.6863*** -0.6091***
(0.0802) (0.0700) (0.0788)

1980’s log
`

S
U

˘

-0.0475*** -0.0303*** -0.0268***
(0.0079) (0.0069) (0.0066)

1980’s Offshorability Index -0.0572**
(0.0290)

Housing supply elasticity -0.0086*** -0.0030* -0.0061*** -0.0037** -0.0037**
(0.0019) (0.0016) (0.0018) (0.0015) (0.0015)

USDA’s Amenities Yes Yes Yes Yes Yes
MSA’s Industry Mix Controls Yes Yes Yes Yes Yes
F statistic 21.32 39.20 35.47 53.76 50.92
Adj. R2 0.675 0.768 0.722 0.814 0.819

MSAs 222 222 222 222 222

Standard errors in parentheses. Each observation (an MSA) is weighted by its employment in 2015. Stars represent: *
p ă 0.1; ** p ă 0.05; *** p ă 0.01.

50%, respectively. While our measure of offshorability only highlights the occupation’s potential

exposure to offshoring, it is not unlikely that both offshoring and automation have happened

concomitantly during the 1980-2015 period. Overall, our results confirm the prediction that

expensive locations have seen a larger decline in their share of routine-cognitive workers.

In appendix section F, we present evidence of increase in spatial dispersion based on measures

of concentration of skills across regions. These measures allow us to test if we have observed an

increase in the spatial dispersion of skills across MSAs in the last 30 years, while abstracting

from issues of long-run trends in the composition of labor force. Consequently, we are able

to focus on the correlation between the spatial dispersion of skills and MSAs characteristics

– in particular size and cost of housing. We consider three simple measures: The location

quotient that compares the skill distribution in the MSA against the overall skill distribution in

the economy, the Ellison and Glaeser (1997) index of industry concentration, and an adjusted

version of this index proposed by Oyer and Schaefer (2016).18 These measures corroborate that

there was an increase in the concentration of routine cognitive and routine manual jobs in small

cities. Moreover, cognitive occupations have seen a (small) increase in concentration over time.

Finally, while both small and large cities have seen a reduction in concentration over time, the

18The latter two indexes attempt to measure concentration by comparing it against a distribution that would
be obtained by chance (the “dartboard approach”).
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reduction has been on average larger at large cities, i.e. large cities became relatively more

unequal over time.

5 Estimation

In order to complement the descriptive evidence in the previous sections and to perform quan-

titative counterfactuals, we estimate an extended version of the model which we estimated by

indirect inference (Gourieroux et al., 1993).

The extended model embeds a more realistic housing market by introducing Stone-Geary

preferences and a finite supply elasticity of housing. Furthermore, the production function

allows for generic substitution patterns between capital and labor across occupations. Finally,

individuals are heterogeneous in their skill, which can differ across occupations, and in their

preferences for locations. Workers choose location and occupation jointly, thus locations biased

towards a certain type of job might attract more workers skilled in that particular job.

In the following, we shortly introduce the model extensions and then discuss identification

of the main model parameters. The identification arguments motivate the moment selection for

the estimation protocol.

5.1 Extended Model Setup

We extend the model to capture the key features of housing, labor, and capital allocations in

the data.

Cities j P J are characterized by their production opportunities, housing supply, and amenities.

Each city produces a single final output that is a combination of different occupations i. Each

occupation produces output by combining labor in efficiency units mij with capital kij. The

production function F has a nested CES structure given by

F pmj,kj,Ajq “ Aj

!

ř

i

“

mγi
ijAl,ij ` k

γi
ijAk,i

‰
λ
γi

)

β
λ
, (16)

where mij are efficiency units of labor in occupation i in city j. Aj is general TFP. Al,ij is

labor-enhancing productivity in occupation i in city j and capital enhancing productivity is

Ak,i. Factor markets are competitive, thus both labor and capital are paid according to their

marginal product.

Workers are heterogeneous in their skills and preferences for locations. They consume the

final good and housing, where housing must be consumed in the same city as the workplace.
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Preferences over consumption and housing follow

upc, hq “ c1´αph´ hqα, (17)

where h represents a minimal housing requirement each worker consumes. As before, workers

maximize utility subject to their budget constraint

c` pjh ď w˚j , (18)

where income w˚j follows from workers’ optimal occupation choice, which will be described next.

Each worker is endowed with a set of skills for each occupation, summarized by the vector vector

s “ rs1, . . . , sIs. The skill vector represents how many efficiency units of labor a worker could

deliver in each occupation. The economy-wide distribution of skills is given by Gpsq. The indirect

utility of a location for a worker with a given set of skills s is

Vjpsqεj “ aj max
i
ai
pwi,jpsq ´ pjhq

pαj
εj, (19)

where amenity ai represents a common taste for a type of job. A worker chooses the occupation

optimally, taking into account real income and the amenity value of the job. The general

amenity aj of location j is commonly enjoyed by all workers and εj represents idiosyncratic

tastes for different locations. The distribution of idiosyncratic tastes is i.i.d. across locations

and individuals, following a Frechet distribution with scale parameter τ . The location parameter

is normalized to 1. The share of workers choosing a location j, then follows

P pj|sq “
Vjpsq

τ

ř

j Vjpsq
τ
. (20)

The skill distribution in each location is P ps|jq “ P pj|sqGpsq
P pjq

where P pjq “
ş

. . .
ş

P pj|sqdGpsq.

The Housing Market is competitive. Housing supply follows the price-quantity schedule

ppHq “ p̄jH
εp . (21)

In an equilibrium housing supply adjusts such that the housing amount demanded by workers

equals that supplied.
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5.2 Identification

We shortly describe which parameters we estimate and how those can be identified. The main

goal is to identify the parameters of the production function, the utility function, the housing

supply, and the skill distribution.

1. Relative productivity of labor by occupation and location Al,ij: The demand for labor

depends directly on its productivity. Therefore, we can identify the relative productivity

of labor in an occupation relative to a reference occupation for each location from its

relative demand.

2. Productivity of IT capital by occupation Ak,i: The productivity of capital can inferred

from the quantity of usage in output units.

3. Elasticity of substitution of IT capital and labor γi can be inferred from the joint demand

for labor and capital and its variation with respect to house prices, as it shifts the relative

price of labor and capital.

4. Amenity of jobs ai can be identified up to a normalizing constant from wages and employ-

ment in an occupation. An occupation that has high employment but low wages tends to

have a high amenity value.

5. Utility function parameters α and h can be identified from spending shares. Rewriting the

housing demand equation one obtains

hp

w
“ α ` p1´ αqh

w

p
.

As spending shares and the ratio of wages to house prices are directly observable in the

data, the utility function parameters are directly identified.

6. Common amenities of locations aj can be identified from the wages, city size, and local

house prices. A location with high house prices, low wages, but a large population must

offer benefits that are not due to work. Such amenities are captured by aj.

7. Housing supply shifter p̄j and εp: The housing supply shifter is identified from the level

of house prices. The elasticity of housing supply can not be identified without additional

data, we fix its value following Saiz (2010).

8. Skill distribution Gpsq can be identified under parametric restrictions from higher order

moments of the wage distribution. Non-parametric identification would fail partially. We
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parameterize the distribution of skills as a product of Beta distributions Bpαi, βiq with

support over rxi, xis and normalize αi “ 1 and set xi
xi
“ 200.

5.3 Moments, Fit and Estimates

We estimate a parameterized version of the model by fitting a set of moments. We calculate

the model solution with 3 cities and all moments are calculated directly without simulation.

The data sources are the same as in the previous sections. We construct city level measures

of employment and IT usage from the data. The IT capital variables are constructed as the

product of average IT budget per employee and the share of employees exposed to softwares

that are related to their occupations. See table 33 for the list of softwares and assignment. The

moments we use are all constructed for the year 2015, where we pool years 2014-2016 from the

American Community Survey and 2014-2015 for the Aberdeen Data to improve coverage.

The set of moments we target is shown in table 10. Overall the fit is very good, most

moments are fit almost exactly. Almost half of workers are employed in non-routine cognitive

occupations, while just over 20 % are employed in either routine-manual or routine-cognitive

occupations. Next, we consider the co-variation of employment by occupation category and

house prices using the following regression

logpmiq “ b0 ` b
m
p logppq (22)

The parameter bmp approximates the elasticity of employment in an occupation with respect to

house prices. We find that routine-manual jobs are relatively unlikely to sort towards high price

locations, while both non-routine manual jobs and cognitive jobs are more likely to appear in

expensive cities. This relationship is well captured by the model.

Table 10: Moments 2015 and Model Fit

Data Model

Share employed in routine manual 0.23 0.23
(0.00021)

Share employed in routine cognitive 0.22 0.23
(8.1e-5)

Share employed in non-routine cognitive 0.44 0.45
(0.00026)

bmp non-routine manual 2.7 2.7
(0.76)
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bmp routine manual 1.1 1.1
(1.1)

bmp routine cognitive 2.0 2.0
(1.1)

bmp non-routine cognitive 2.1 2.1
(1.3)

ş

pk routine cognitive 0.9 0.89
(0.0043)

ş

pk routine cognitive 1.0 1.0
(0.0047)

bkp routine cognitive 2.1 2.1
(1.3)

bkp non-routine cognitive 1.9 1.9
(1.3)

l̄ogpwq non-routine manual 2.1 2.1
(1.1e-5)

l̄ogpwq routine manual 2.5 2.5
(8.2e-6)

l̄ogpwq routine cognitive 2.6 2.6
(1.4e-5)

l̄ogpwq non-routine cognitive 3.1 3.1
(9.8e-6)

σlogpwq in non-routine manual 0.56 0.55
(1.4e-5)

σlogpwq in routine manual 0.57 0.58
(1.0e-5)

σlogpwq in routine cognitive 0.66 0.66
(1.7e-5)

σlogpwq in non-routine cognitive 0.68 0.68
(1.2e-5)

σlogpwq between cities 0.1 0.12
(0.00056)

ĞlogppHq -0.46 -0.45
(0.0032)

Note: Data Moments calculated from American Community Survey public

use sample 2015-2017, accessed through IPUMS. IT capital data from

Aberdeen Ci Technology database. Unit of observation is a CMSA as

defined in section 3. Standard Errors in parentheses.

The joint allocation of capital and labor is essential to our exercise. The aggregate capital
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Table 11: Worker Productivity
logpAl;i,jq “ b0 ` b1logpAjq

b0 b1
RM 2.2 -11.0

(0.47) (79.0)
RC 3.8 -3.8

(9.4) (17.0)
NRC 4.2 -4.9

(2.6) (28.0)

Table 12: Capital Productivity Ak;i and Elasticity of Substitution with labor 1
1´γi

xk γ
RC 6.1 0.7

(1.3) (0.0043)
NRC 3.4 0.39

(1.3) (0.0047)

stock
ş

pk is the sum of all units of capital across all locations, which we calculate by occupation

category. Next, we consider the elasticity of capital usage with respect to house prices

logpkiq “ b0 ` b
k
p logppq, (23)

which is approximated by bkp. This elasticity is at a similar range as that of labor, and the model

fits the respective elasticities exactly. Finally, we consider the average wage by occupation.

There is a clear ranking in terms of average wages, where non-routine manual jobs are at the

lower end of the wage distribution, while routine jobs can be considered middle wage jobs and

non-routine cognitive jobs are high paying.

Next, we consider the parameterization of parameters and their estimates. The productivity

of jobs relative to that of non-routine manual jobs is parameterized as a log-linear function of

city TFP. The parameter estimates for b0 and b1 represent the relationship of employment shares

and relative elasticities with respect to house prices.

IT capital productivity and its elasticity of substitution with routine-cognitive and non-

routine cognitive labor respectively are presented in table 12 The estimated elasticity of sub-

stitution of labor and IT capital is larger in routine-cognitive, relative to non-routine cognitive

occupations. Routine jobs are expected to be easier to automate relative compared to non-routine

jobs, thus the estimates actually reflect and support that categorization.

To jointly account for employment and wages by job type, we estimate an amenity by job
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Table 13: Job Amenity

ai
RM 1.2

(0.079)
RC 1.3

(0.014)
NRC 1.1

(0.03)

Table 14: Skill Distribution
Beta Bp1, βiq

Bp1, βiq
NRM 7.5

(3.9)
RM 5.5

(2.2)
RC 15.0

(3.6)
NRC 8.2

(2.4)

type. Results are presented in table 13.

The dispersion in wages in economy is driven to a large extent by underlying skill hetero-

geneity. We estimate the skill distribution as the product of independent Beta distributions, as

described above. We estimate only the right tail parameter.

5.4 Results – Spatial Sorting

We consider an experiment where the quality adjusted price of IT capital increases from its 2016

level to approximately its value in 2000. The IT capital price is measured by the Software Price

Index of the BLS. IT prices from 2000 to 2015 fell by just over 50%. With this experiment, we

evaluate to what extent the fall in prices of IT can explain the change in sorting of jobs to cities

over the last 2 decades in the United States.

Using the estimated parameters for 2015 we show how the model reacts to an increase in

capital prices and compare the changes in the model to the evolution in the data from 2000-2015.

We focus here on the allocation of jobs to cities, particularly the share of workers in cognitive

occupations.
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Table 15: Change of Employment Shares by Occupation with
respect to IT prices in estimated model and in data 2000-2015

Occupation routine cognitive non-routine cognitive

∆Model ∆Data ∆Model ∆Data

Aggregate -0.039 -0.04 0.033 0.061

Cheap Cities -0.032 -0.033 0.021 0.055

Expensive Cities -0.086 -0.046 0.071 0.059

Note: ∆ Model columns correspond to the difference in the model alloca-

tion when IT prices double. All other parameters are fixed at their esti-

mated values. The ∆ Data column shows the change in the data, estimated

from the Census 2000 and the American Community Survey 2014-2016.

We show the model’s change of employment shares πi with respect to IT prices. In the data, we

see that routine-cognitive jobs sort away from expensive locations over time, while non-routine

cognitive jobs increasingly concentrate there. Furthermore, aggregate employment shares in

routine-cognitive jobs fell, while employment in non-routine cognitive jobs rose. The model can

qualitatively reproduce those features. This is true, even though we do not use any time-series

information in the estimation. The aggregate decline in the share of routine cognitive workers

is well matched by the model. The rising share of workers in non-routine cognitive jobs on the

other hand can only be partially explained by the model (3pp in the model vs. 6pp in the data).

In the cross-section of cities, we find that both in the data and in the model the changes in the

occupational composition of employment have been more substantial in more expensive/large

cities. Here the model predicts too large differences between cheap and expensive cities, relative

to the data.

5.4.1 Results by capital type - Spatial Sorting

We redo the previous exercise and compare the model’s prediction when not all IT capital

becomes more expensive, but only IT capital in routine-cognitive occupations or non-routine

cognitive occupations.

Table 16 shows the results for rising IT prices in routine cognitive occupations. Comparing

with results in table 15, we find that solely automation of routine-cognitive jobs can explain

almost entirely the fall in employment in routine-cognitive employment.
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Table 16: Change of Employment Shares by Occupation with
respect to IT prices in routine cognitive occupations in esti-
mated model and in Data 2000-2015

Occupation routine cognitive non-routine cognitive

∆Model ∆Data ∆Model ∆Data

Aggregate -0.034 -0.04 0.024 0.061

Cheap Cities -0.026 -0.033 0.014 0.055

Expensive Cities -0.074 -0.046 0.056 0.059

Note: IT prices only in routine cognitive occupations double.

See Table 15 for comparison.

Table 17 shows the results for rising IT prices in non-routine cognitive occupations. Com-

paring with results in table 15, we find that the rise of IT capital, which is estimated to be

complementary to non-routine cognitive jobs, can explain only about a third of the rise in non-

routine cognitive employment.

Table 17: Change of Employment Shares by Occupation with
respect to IT prices in non-routine cognitive occupations in es-
timated model and in Data 2000-2015

Occupation routine cognitive non-routine cognitive

∆Model ∆Data ∆Model ∆Data

Aggregate -0.015 -0.04 0.017 0.061

Cheap Cities -0.0099 -0.033 0.01 0.055

Expensive Cities -0.04 -0.046 0.038 0.059

Note: IT prices only in non-routine cognitive occupations dou-

ble. See Table 15 for comparison.

6 Conclusion

In this paper, we show that the substitution of routine jobs and tasks with machines, computers,

and software has not happened evenly in space. In fact, the relative benefit of replacing middle-

skill workers that perform routine tasks by computers and software depend on the cost of hiring

a worker in this particular location. Consequently, living costs – in particular housing costs –

play a key role. Our empirical results show that the share of routine-abstract jobs has gone
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down proportionately more in expensive and large cities. Moreover, these areas also have seen

a larger investment in technologies directly associated with the tasks previously exercised by

routine-abstract workers. In order to rationalize the observed empirical patterns, we propose an

equilibrium model of location choice by heterogeneously skilled workers where each location is

a small open economy in the market for computers and software. We show that if computers

are substitutes to middle-skill workers – commonly known as the automation hypothesis – we

have that in equilibrium large and expensive cities will invest more in automation, as they are

more likely to substitute middle-skill workers with computers. Intuitively, in large and expensive

cities, the relative benefit of substituting computers for routine cognitive workers is higher than

in cheaper and smaller places, since computers have the same price everywhere, while workers

must reside locally, having to be compensated for the high local housing prices.

A Theory - Preliminary Steps - Automation

A.1 Automation

Closing the Model

The final steps to close the model involve simplifying the model such that we have a system

with only two equations and two unknowns (k1 and p1
p2

. Based on the calculations presented in

the paper for k2, k1 and their respective FOCs, we obtain:

Fjpm1j,m2j,m3j, kjq “ Aj

”

mγ1
1jx1 `

`

mθ
2jx2 ` k

θ
jxk

˘

γ2
θ `mγ3

3jx3

ı

(24)

FOCs:
pm1jq : Ajγ1m

γ1´1
1j x1 “ w1j

pm2jq : Ajγ2
`

mθ
2jx2 ` k

θ
jxk

˘

γ2
θ
´1
mθ´1

2j x2 “ w2j

pm3jq : Ajγ3m
γ3´1
3j x3 “ w3j

pkjq : Ajγ2
`

mθ
2jx2 ` k

θ
jxk

˘

γ2
θ
´1
kθ´1j xk “ r

Since from utility equalization, we have:

wij
wij1

“

ˆ

pj
pj1

˙α

, @i P t1, 2, 3u and @j P t1, 2u (25)
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From pm11q, pm12q, and feasibility condition for skill 1, we have:

m11 “

”

A2

A1

´

p1
p2

¯αı 1
γ1´1

M1

1`
”

A2

A1

´

p1
p2

¯αı 1
γ1´1

(26)

Similarly, for skill 3:

m31 “

”

A2

A1

´

p1
p2

¯αı 1
γ3´1

M3

1`
”

A2

A1

´

p1
p2

¯αı 1
γ3´1

(27)

From pm21q, pk1q, pm22q, pk2q, labor market clearing, and the utility equalization condition,

we have:
ˆ

m21

m22

˙

“

ˆ

p1
p2

˙
α
θ´1 k1

k2
(28)

Now let’s go back to the expression for pk1q. Manipulating it, we have that:

m21 “

#

1

x2

«

ˆ

r

A1γ2xk

˙
θ

γ2´θ

k
θp1´γ2q
γ2´θ

1 ´ xk

ff+

1
θ

k1 (29)

Similarly, for pk2q, we have:

m22 “

#

1

x2

«

ˆ

r

A2γ2xk

˙
θ

γ2´θ

k
θp1´γ2q
γ2´θ

2 ´ xk

ff+

1
θ

k2 (30)

Dividing (29) by (30)and substituting (28), we have:

ˆ

p1
p2

˙
αθ
θ´1

“

$

’

’

&

’

’

%

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



„

´

r
A2γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

2 ´ xk



,

/

/

.

/

/

-

(31)

Manipulating and simplifying it, we have:

k
θp1´γ2q
γ2´θ

2 “

ˆ

A2

A1

˙
θ

γ2´θ
ˆ

p1
p2

˙
αθ
1´θ

k
θp1´γ2q
γ2´θ

1 `

ˆ

r

A2γ2xk

˙
θ

θ´γ2

«

1´

ˆ

p1
p2

˙
αθ
1´θ

ff

xk
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Now, we also can use the fact that m21 `m22 “M2. Then, we have that:

M2x
1
θ
2 “

«

ˆ

r

A1γ2xk

˙
θ

γ2´θ

k
θp1´γ2q
γ2´θ

1 ´ xk

ff

1
θ

k1 `

«

ˆ

r

A2γ2xk

˙
θ

γ2´θ

k
θp1´γ2q
γ2´θ

2 ´ xk

ff

1
θ

k2 (32)

Substituting (31) and manipulating, we have:

k2 “

M2x
1
θ
2 ´

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

k1

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

(33)

Substituting (33) into (32) and manipulating, we have:

$

’

’

’

&

’

’

’

%

M2x
1
θ
2 ´

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

k1

´

p1
p2

¯ α
1´θ

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

,

/

/

/

.

/

/

/

-

θp1´γ2q
γ2´θ

“

“

´

A2

A1

¯
θ

γ2´θ
´

p1
p2

¯
αθ
1´θ

k
θp1´γ2q
γ2´θ

1 `

´

r
A2γ2xk

¯
θ

θ´γ2

„

1´
´

p1
p2

¯
αθ
1´θ



xk

(34)

which implicitly pins down k1 as a function of p1
p2

.

Finally, in order to pin down the equilibrium, we need to work with the housing market

equilibrium conditions. Looking at the ratio of the housing market clearing conditions, we have:

w11m11 ` w21m21 ` w31m31

w12m12 ` w22m22 ` w32m32

“
p1
p2

Now substituting wages and labor demands and rearranging it, we have:

$

&

%

`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ mθ

21x2´

´A2

A1

p1
p2

`

mθ
22x2 ` k

θ
2xk

˘

γ2´θ
θ mθ

22x2

,

.

-

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M3

1`
”

A2
A1

´

p1
p2

¯αı 1
γ3´1

¸γ3

x3

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ3
γ3´1



,

/

/

/

/

.

/

/

/

/

-

(35)

36



Then, from the ratio of pm21q and pm22q, we have:

`

mθ
22x2 ` k

θ
2xk

˘

γ2´θ
θ “

ˆ

p2
p1

˙α
`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ ˆ

ˆ

m21

m22

˙θ´1

ˆ

ˆ

A1

A2

˙

(36)

Substituting (36) into (35) and rearranging, we have:

" „

1´
´

p1
p2

¯1´α
M2´m21

m21



`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ mθ

21x2

*

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M3

1`
”

A2
A1

´

p1
p2

¯αı 1
γ3´1

¸γ3

x3

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ3
γ3´1



,

/

/

/

/

.

/

/

/

/

-

(37)

But then, from equation (29), we have that:

mθ
21x2 “

ˆ

r

A1γ2xk

˙
θ

γ2´θ

k
θp1´θq
γ2´θ

1 ´ kθ1xk (38)

Similarly, from pk1q, we have:

`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ “

ˆ

r

A1γ2xk

˙

k1´θ1 (39)

Then, from (38) and (39), we have:

`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ mθ

21x2 “

ˆ

r

A1γ2xk

˙

γ2
γ2´θ

k
γ2p1´θq
γ2´θ

1 ´
r

A1γ2
k1 (40)

Substituting equation (33) into (28) and manipulating, we have:

M2 ´m21

m21

“

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

(41)
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Consequently:

«

1´

ˆ

p1
p2

˙1´α
M2 ´m21

m21

ff

“

$

’

’

&

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M2x
1
θ
2

,

/

/

.

/

/

-

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

(42)

Then, from equations (40) and (42), we have that:

„

1´
´

p1
p2

¯1´α
M2´m21

m21



`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ mθ

21x2 “
$

’

’

’

’

’

&

’

’

’

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M2x
1
θ
2

,

/

/

/

/

/

.

/

/

/

/

/

-

k1

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

ˆ

"

´

r
A1γ2xk

¯

γ2
γ2´θ k

γ2p1´θq
γ2´θ

1 ´ r
A1γ2

k1

*

(43)

Notice that the LHS of equation (43) is the same of the one of equation (37). Substituting

it back, we have:

$

’

’

’

’

’

&

’

’

’

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M2x
1
θ
2

,

/

/

/

/

/

.

/

/

/

/

/

-

k1

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

ˆ

"

´

r
A1γ2xk

¯

γ2
γ2´θ k

γ2p1´θq
γ2´θ

1 ´ r
A1γ2

k1

*

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M3

1`
”

A2
A1

´

p1
p2

¯αı 1
γ3´1

¸γ3

x3

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ3
γ3´1



,

/

/

/

/

.

/

/

/

/

-

(44)

Finally, notice that equations (44) and (34) generate a system with two equations and two
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unknowns (k1 and p1
p2

):

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

$

’

’

’

’

’

&

’

’

’

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M2x
1
θ
2

,

/

/

/

/

/

.

/

/

/

/

/

-

k1

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

ˆ

"

´

r
A1γ2xk

¯

γ2
γ2´θ k

γ2p1´θq
γ2´θ

1 ´ r
A1γ2

k1

*

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M3

1`
”

A2
A1

´

p1
p2

¯αı 1
γ3´1

¸γ3

x3

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ3
γ3´1



,

/

/

/

/

.

/

/

/

/

-

pF.1q

$

’

’

’

&

’

’

’

%

M2x
1
θ
2 ´

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

k1

´

p1
p2

¯ α
1´θ

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

,

/

/

/

.

/

/

/

-

θp1´γ2q
γ2´θ

“

“

´

A2

A1

¯
θ

γ2´θ
´

p1
p2

¯
αθ
1´θ

k
θp1´γ2q
γ2´θ

1 `

´

r
A2γ2xk

¯
θ

θ´γ2

„

1´
´

p1
p2

¯
αθ
1´θ



xk

pF.2q

Preliminary Results

In this subsection, we present some preliminary results that will help us to show the main results

presented in the paper.

Lemma A.1: The distribution of skills across cities is identical if and only if mi1
mi2

“ constant, @i P

t1, 2, 3u.

Proof: (ñ) Consider that the distribution across cities is constant, then pdfi1 “ pdfi2, @i P

t1, 2, 3u, i.e.:
mi1

m11 `m21 `m31

“
mi2

m12 `m22 `m32

(45)

But that means that mi1
mi2

“ η “ S1

S2
“ m11`m21`m31

m12`m22`m32
. The other direction is trivial. �

Lemma A.2: Assume γ2 ă θ. p1 “ p2 if and only if A1 “ A2.

Proof: Towards a contradiction, let’s assume that A1 “ A2 and p1 ą p2. From the RHS of
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pF.1q, we have:
$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

p1
p2
´

´

p1
p2

¯

γ1α
γ1´1



`

˜

M3

1`
”´

p1
p2

¯αı 1
γ3´1

¸γ3

x3

„

p1
p2
´

´

p1
p2

¯

γ3α
γ3´1



,

/

/

/

/

.

/

/

/

/

-

ą 0

Since p1 ą p2, γ1 ă 1, and γ3 ă 1. Therefore, the LHS of pF.1q must also be positive in order

for the equality to be satisfied. Then, from equation (40), we have:

`

mθ
21x2 ` k

θ
1xk

˘

γ2´θ
θ mθ

21x2 “

ˆ

r

A1γ2xk

˙

γ2
γ2´θ

k
γ2p1´θq
γ2´θ

1 ´
r

A1γ2
k1

So the second term on the LHS of pF.1q must be positive. Moreover, from (39), we have that:

k1

«

ˆ

r

A1γ2xk

˙
θ

γ2´θ

k
θp1´γ2q
γ2´θ

1 ´ xk

ff

1
θ

“ m21x
1
θ
2 ą 0

Consequently, in order to satisfy pF.1q, we must have:

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ă k1

ˆ

p1
p2

˙α´1

Dividing both sides by
´

p1
p2

¯
α

1´θ
, we have:

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ă k1

ˆ

p2
p1

˙p1` αθ
1´θ q

(46)

Now, from pF.2q, we have that, due to p1 ą p2 and γ2 ă θ:

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ą

ˆ

p2
p1

˙
αθ
1´θ

ˆ
θ´γ2
θp1´γ2q

k1 (47)
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Then, notice that:

1`
αθ

1´ θ
´

αθ

1´ θ
ˆ

θ ´ γ2
θp1´ γ2q

“ 1`
αθ

1´ θ

„

1´
θ ´ γ2
θp1´ γ2q



“ 1`
αθ

1´ θ

„

γ2p1´ θq

θp1´ γ2q



ą 0 (48)

Therefore the exponent at p2
p1

is higher at the RHS of (46). Since p2
p1
P p0, 1q, we have that:

k1

ˆ

p2
p1

˙p1` αθ
1´θ q

ă

ˆ

p2
p1

˙
αθ
1´θ

ˆ
θ´γ2
θp1´γ2q

k1

consequently, equations (46) and (47) give us a contradiction.

Now, again towards a contradiction, let’s assume p2 ą p1. In this case, from the RHS of

pF.1q, we have:
$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

p1
p2
´

´

p1
p2

¯

γ1α
γ1´1



`

˜

M3

1`
”´

p1
p2

¯αı 1
γ3´1

¸γ3

x3

„

p1
p2
´

´

p1
p2

¯

γ3α
γ3´1



,

/

/

/

/

.

/

/

/

/

-

ă 0

Since p1 ă p2, γ1 ă 1, and γ3 ă 1. Therefore, the LHS of pF.1q must also be negative. Since

we already showed that the second term in the LHS and the denominator of the first term in

the LHS must be positive, this requirement of a negative LHS implies, after dividing both sides

by
´

p1
p2

¯
α

1´θ
:

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ą k1

ˆ

p2
p1

˙p1` αθ
1´θ q

(49)

Then, from pF.2q, since p1 ă p2, the last term on the RHS is positive. Consequently, once

γ2 ă θ, we have:

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ă

ˆ

p2
p1

˙
αθ
1´θ

ˆ
θ´γ2
θp1´γ2q

k1 (50)

Since:

1`
αθ

1´ θ
´

αθ

1´ θ
ˆ

θ ´ γ2
θp1´ γ2q

“ 1`
αθ

1´ θ

„

1´
θ ´ γ2
θp1´ γ2q



“ 1`
αθ

1´ θ

„

γ2p1´ θq

θp1´ γ2q



ą 0
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and p2 ą p1, we have that:

k1

ˆ

p2
p1

˙p1` αθ
1´θ q

ą

ˆ

p2
p1

˙
αθ
1´θ

ˆ
θ´γ2
θp1´γ2q

k1

Consequently, equations (49) and (50) give us a contradiction. Therefore, we have that p1 “

p2 ô A1 “ A2. �

A.2 SBTC

The final steps to close the model involve simplifying the model such that we have a system with

only two equations and two unknowns (k1 and p1
p2

. Based on the calculations presented in the

paper for k2, k1 and their respective FOCs, we obtain:

Fjpm1j,m2j,m3j, kjq “ Aj

”

mγ1
1jx1 `

`

mθ
3jx3 ` k

θ
jxk

˘

γ3
θ `mγ2

2jx2

ı

(51)

FOCs:
pm1jq : Ajγ1m

γ1´1
1j x1 “ w1j

pm2jq : Ajγ2m
γ2´1
2j x2 “ w2j

pm3jq : Ajγ3
`

mθ
3jx3 ` k

θ
jxk

˘

γ3
θ
´1
mθ´1

3j x3 “ w3j

pkjq : Ajγ3
`

mθ
3jx3 ` k

θ
jxk

˘

γ3
θ
´1
kθ´1j xk “ r

Since from utility equalization, we have:

wij
wij1

“

ˆ

pj
pj1

˙α

, @i P t1, 2, 3u and @j P t1, 2u (52)

From pm11q, pm12q, and feasibility condition for skill 1, we have:

m11 “

”

A2

A1

´

p1
p2

¯αı 1
γ1´1

M1

1`
”

A2

A1

´

p1
p2

¯αı 1
γ1´1

(53)

Similarly, for skill 2:

m21 “

”

A2

A1

´

p1
p2

¯αı 1
γ2´1

M2

1`
”

A2

A1

´

p1
p2

¯αı 1
γ2´1

(54)

From pm31q, pk1q, pm32q, pk2q, labor market clearing, and the utility equalization condition,
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we have:
ˆ

m31

m32

˙

“

ˆ

p1
p2

˙
α
θ´1 k1

k2
(55)

Now let’s go back to the expression for pk1q. Manipulating it, we have that:

m31 “

#

1

x3

«

ˆ

r

A1γ3xk

˙
θ

γ3´θ

k
θp1´γ3q
γ3´θ

1 ´ xk

ff+

1
θ

k1 (56)

Similarly, for pk2q, we have:

m32 “

#

1

x3

«

ˆ

r

A2γ3xk

˙
θ

γ3´θ

k
θp1´γ3q
γ3´θ

2 ´ xk

ff+

1
θ

k2 (57)

Dividing (29) by (57)and substituting (55), we have:

ˆ

p1
p2

˙
αθ
θ´1

“

$

’

’

&

’

’

%

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



„

´

r
A2γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

2 ´ xk



,

/

/

.

/

/

-

(58)

Manipulating and simplifying it, we have:

k
θp1´γ3q
γ3´θ

2 “

ˆ

A2

A1

˙
θ

γ3´θ
ˆ

p1
p2

˙
αθ
1´θ

k
θp1´γ3q
γ3´θ

1 `

ˆ

r

A2γ3xk

˙
θ

θ´γ3

«

1´

ˆ

p1
p2

˙
αθ
1´θ

ff

xk

Now, we also can use the fact that m31 `m32 “M3. Then, we have that:

M3x
1
θ
3 “

«

ˆ

r

A1γ3xk

˙
θ

γ3´θ

k
θp1´γ3q
γ3´θ

1 ´ xk

ff

1
θ

k1 `

«

ˆ

r

A2γ3xk

˙
θ

γ3´θ

k
θp1´γ3q
γ3´θ

2 ´ xk

ff

1
θ

k2 (59)

Substituting (58) and manipulating, we have:

k2 “

M3x
1
θ
3 ´

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

k1

´

p1
p2

¯
α

1´θ

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

(60)
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Substituting (60) into (59) and manipulating, we have:

$

’

’

’

&

’

’

’

%

M3x
1
θ
3 ´

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

k1

´

p1
p2

¯ α
1´θ

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

,

/

/

/

.

/

/

/

-

θp1´γ3q
γ3´θ

“

“

´

A2

A1

¯
θ

γ3´θ
´

p1
p2

¯
αθ
1´θ

k
θp1´γ3q
γ3´θ

1 `

´

r
A2γ3xk

¯
θ

θ´γ3

„

1´
´

p1
p2

¯
αθ
1´θ



xk

(61)

which implicitly pins down k1 as a function of p1
p2

.

Finally, in order to pin down the equilibrium, we need to work with the housing market

equilibrium conditions. Looking at the ratio of the housing market clearing conditions, we have:

w11m11 ` w21m21 ` w31m31

w12m12 ` w22m22 ` w32m32

“
p1
p2

Now substituting wages and labor demands and rearranging it, we have:

$

&

%

`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3´

´A2

A1

p1
p2

`

mθ
32x3 ` k

θ
2xk

˘

γ3´θ
θ mθ

32x3

,

.

-

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M2

1`
”

A2
A1

´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ2
γ2´1



,

/

/

/

/

.

/

/

/

/

-

(62)

Then, from the ratio of pm31q and pm32q, we have:

`

mθ
32x3 ` k

θ
2xk

˘

γ3´θ
θ “

ˆ

p2
p1

˙α
`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ ˆ

ˆ

m31

m32

˙θ´1

ˆ

ˆ

A1

A2

˙

(63)

Substituting (63) into (62) and rearranging, we have:

" „

1´
´

p1
p2

¯1´α
M3´m31

m31



`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3

*

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M2

1`
”

A2
A1

´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ2
γ2´1



,

/

/

/

/

.

/

/

/

/

-

(64)
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But then, from equation (56), we have that:

mθ
31x3 “

ˆ

r

A1γ3xk

˙
θ

γ3´θ

k
θp1´θq
γ3´θ

1 ´ kθ1xk (65)

Similarly, from pk1q, we have:

`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ “

ˆ

r

A1γ3xk

˙

k1´θ1 (66)

Then, from (65) and (66), we have:

`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3 “

ˆ

r

A1γ3xk

˙

γ3
γ3´θ

k
γ3p1´θq
γ3´θ

1 ´
r

A1γ3
k1 (67)

Substituting equation (60) into (55) and manipulating, we have:

M3 ´m31

m31

“

M3x
1
θ
3 ´ k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

(68)

Consequently:

«

1´

ˆ

p1
p2

˙1´α
M3 ´m31

m31

ff

“

$

’

’

&

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M3x
1
θ
3

,

/

/

.

/

/

-

k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

(69)

Then, from equations (67) and (69), we have that:

„

1´
´

p1
p2

¯1´α
M3´m31

m31



`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3 “
$

’

’

’

’

’

&

’

’

’

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M3x
1
θ
3

,

/

/

/

/

/

.

/

/

/

/

/

-

k1

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

ˆ

"

´

r
A1γ3xk

¯

γ3
γ3´θ k

γ3p1´θq
γ3´θ

1 ´ r
A1γ3

k1

*

(70)
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Notice that the LHS of equation (70) is the same of the one of equation (64). Substituting

it back, we have:

$

’

’

’

’

’

&

’

’

’

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M3x
1
θ
3

,

/

/

/

/

/

.

/

/

/

/

/

-

k1

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

ˆ

"

´

r
A1γ3xk

¯

γ3
γ3´θ k

γ3p1´θq
γ3´θ

1 ´ r
A1γ3

k1

*

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M2

1`
”

A2
A1

´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ2
γ2´1



,

/

/

/

/

.

/

/

/

/

-

(71)

Finally, notice that equations (71) and (61) generate a system with two equations and two

unknowns (k1 and p1
p2

):

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

$

’

’

’

’

’

&

’

’

’

’

’

%

ˆ

1`
´

p1
p2

¯1´α
˙

k1

„

´

r
A1γ3xk

¯
θ

γ3´θ k
θp1´γ3q
γ3´θ

1 ´ xk



1
θ

´

´

p1
p2

¯1´α

M3x
1
θ
3

,

/

/

/

/

/

.

/

/

/

/

/

-

k1

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

ˆ

"

´

r
A1γ3xk

¯

γ3
γ3´θ k

γ3p1´θq
γ3´θ

1 ´ r
A1γ3

k1

*

“

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ1
γ1´1



`

˜

M2

1`
”

A2
A1

´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

A2

A1

p1
p2
´

”

A2

A1

´

p1
p2

¯αı
γ2
γ2´1



,

/

/

/

/

.

/

/

/

/

-

pF.1q

$

’

’

’

&

’

’

’

%

M3x
1
θ
3 ´

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

k1

´

p1
p2

¯ α
1´θ

»

–

´

r
A1γ3xk

¯ θ
γ3´θ k

θp1´γ3q
γ3´θ

1 ´xk

fi

fl

1
θ

,

/

/

/

.

/

/

/

-

θp1´γ3q
γ3´θ

“

“

´

A2

A1

¯
θ

γ3´θ
´

p1
p2

¯
αθ
1´θ

k
θp1´γ3q
γ3´θ

1 `

´

r
A2γ3xk

¯
θ

θ´γ3

„

1´
´

p1
p2

¯
αθ
1´θ



xk

pF.2q

Preliminary Results

In this subsection, we present some preliminary results that will help us to show the main results

presented in the paper.
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Lemma A.3: The distribution of skills across cities is identical if and only if mi1
mi2

“ constant, @i P

t1, 2, 3u.

Proof: (ñ) Consider that the distribution across cities is constant, then pdfi1 “ pdfi2, @i P

t1, 2, 3u, i.e.:
mi1

m11 `m21 `m31

“
mi2

m12 `m22 `m32

(72)

But that means that mi1
mi2

“ η “ S1

S2
“ m11`m21`m31

m12`m22`m32
. The other direction is trivial. �

Lemma A.4: Assume γ3 ą θ. p1 “ p2 if and only if A1 “ A2.

Proof: Towards a contradiction, let’s assume that A1 “ A2 and p1 ą p2. Consequently,
´

p1
p2

¯
αθ
θ´1
ă 1. From (58), we have k1 ă k2. But then, from equation (55), we obtain m31 ă m32.

Finally, from the RHS of (35), we have:

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

p1
p2
´

´

p1
p2

¯

γ1α
γ1´1



`

˜

M2

1`
”´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

p1
p2
´

´

p1
p2

¯

γ2α
γ2´1



,

/

/

/

/

.

/

/

/

/

-

ą 0

Since p1 ą p2, γ1 ă 1, and γ2 ă 1. However, given the results we obtained from (58) and (55),

the LHS of (62) gives us:

$

&

%

`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3´

´A2

A1

p1
p2

`

mθ
32x3 ` k

θ
2xk

˘

γ3´θ
θ mθ

32x3

,

.

-

ă 0

which is a contradiction.

Similarly, again towards a contradiction, let’s consider A1 “ A2 and p1 ă p2. Then
´

p1
p2

¯
αθ
θ´1
ą

1. Again from (58), we have k1 ą k2. Similarly, from (55), we obtain m31 ą m32. But then,

from (62), we have that:

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

p1
p2
´

´

p1
p2

¯

γ1α
γ1´1



`

˜

M2

1`
”´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

p1
p2
´

´

p1
p2

¯

γ2α
γ2´1



,

/

/

/

/

.

/

/

/

/

-

ă 0
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given p1 ă p2. Then RHS(62) ă 0. While

$

&

%

`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3´

´A2

A1

p1
p2

`

mθ
32x3 ` k

θ
2xk

˘

γ3´θ
θ mθ

32x3

,

.

-

ą 0.

which again gives you a contradiction. Therefore, we have that p1 “ p2. Consequently, we have

that A1 “ A2 ñ p1 “ p2.

Now, let’s show that p1 “ p2 ñ A1 “ A2. Assume p1 “ p2. Then, from (55), we have:

m31

m32

“
k1
k2

(73)

From (58) , we have

k1
k2
“

ˆ

A1

A2

˙
1

1´γ3

(74)

Combining (73) and (74), we have:

m31

m32

“

ˆ

A1

A2

˙
1

1´γ3

(75)

But then, from LHS(62), substituting (73) and (75) given p1 “ p2, we have:

$

&

%

`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3´

´A2

A1

p1
p2

`

mθ
32x3 ` k

θ
2xk

˘

γ3´θ
θ mθ

32x3

,

.

-

“

«

ˆ

A1

A2

˙

γ3
1´γ3

´
A2

A1

ff

`

mθ
32x3 ` k

θ
2xk

˘

γ3´θ
θ mθ

32x3 (76)

while the RHS(62) gives us:

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
´

A1
A2

¯ 1
1´γ1

¸γ1

x1

„

A2

A1
´

´

A1

A2

¯

γ1
1´γ1



`

˜

M2

1`
´

A1
A2

¯ 1
1´γ2

¸γ2

x2

„

A2

A1
´

´

A1

A2

¯

γ2
1´γ2



,

/

/

/

/

.

/

/

/

/

-

(77)

Then, consider the case in which A1 ą A2. From (76), we have that LHS(62)ą 0, while (77)

gives us RHS(62)ă 0. Similarly, if A1 ă A2, (76) gives us LHS(62)ă 0 while (77) gives us

RHS(62)ą 0. Consequently, (62) is only satisfied if A1 “ A2, concluding our proof.�
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B Proofs

Proof of Proposition 1

Proof. Towards a contradiction, assume that A2 ą A1 and p1 ą p2. Then, the RHS of pF.1q is

positive. Consequently, in order to satisfy pF.1q, pF.1q’s LHS must also be positive. Following

the same argument presented in the proof of Lemma A.2, we have that inequality (46) must

hold. Then, from pF.2q we have that, given that p1 ą p2, the last term in pF.2q’s RHS –
´

r
A2γ2xk

¯
θ

θ´γ2

„

1´
´

p1
p2

¯
αθ
1´θ



xk – is negative. We also know that since A2 ą A1 and γ2 ă θ,

´

A2

A1

¯
θ

γ2´θ
ă 1. Therefore, pF.2q gives us:

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ą

ˆ

p2
p1

˙
αθ
1´θ

ˆ
θ´γ2
θp1´γ2q

k1 (78)

Given (48) we have that, once p2
p1
P p0, 1q:

k1

ˆ

p2
p1

˙p1` αθ
1´θ q

ă

ˆ

p2
p1

˙
αθ
1´θ

ˆ
θ´γ
θp1´γq

k1

Consequently, (46) and (78) give us a contradiction. Following the same procedure we can

easily show that A1 ą A2 and p2 ą p1 give us the same contradiction. Since lemma A.3 shows

that price equality is only achieved through TFP equality, this concludes our proof.

Proof of Proposition 2

Proof. Without loss of generality, assume A1 ą A2, Then, based on proposition 2, we have that

p1 ą p2. Then, from equation (31), we have:

ˆ

p1
p2

˙
αθ
θ´1

“

»

—

–

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk
´

r
A2γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

2 ´ xk

fi

ffi

fl

(79)
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Then, since θ ă 1, we have
´

p1
p2

¯
αθ
θ´1
ă 1. Consequently:

»

—

–

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk
´

r
A2γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

2 ´ xk

fi

ffi

fl

ă 1 (80)

Rearranging it:
ˆ

k1
k2

˙

θp1´γ2q
γ2´θ

ă

ˆ

A1

A2

˙
θ

γ2´θ

(81)

Since γ2 ă θ, this implies that
´

k1
k2

¯

θp1´γ2q
θ´γ2

ą

´

A1

A2

¯
θ

θ´γ2 . Since A1 ą A2, we must have that
k1
k2
ą A1

A2
ñ k1 ą k2.

Before we prove Theorem 1, let’s prove some preliminary results that will be important for

the theorems’ proofs.

Lemma 1 If A1 ą A2 we must have that
´

p2
p1

¯α
A1

A2
ą 1.

Proof. From proposition 1 we have that A1 ą A2 ñ p1 ą p2. Now, let’s focus on pF.1q’s RHS.

This term is positive or negative depending on the following term:

A2

A1

p1
p2
´

„ˆ

p2
p1

˙α
A1

A2



γi
1´γi

, @i P t1, 3u (82)

Now, towards a contradiction, let’s assume that A1 ą A2 and
´

p2
p1

¯α
A1

A2
ă 1. Consequently,

the second term in expression (82) is less than one. Similarly,
´

p2
p1

¯α
A1

A2
ă 1 ñ A2

A1

´

p1
p2

¯α

ą 1.

Since α ă 1 and p1
p2
ą 1, this gives us that

A2

A1

p1
p2
´

„ˆ

p2
p1

˙α
A1

A2



γi
1´γi

ą 0, @i P t1, 3u

and the pF.1q’s RHS is positive. Then, pF.1q’s LHS must also be positive. Following the same

argument presented in the proof of lemma A.2, we have that inequality (46) must hold.

Similarly, from p1 ą p2, we have that the last term on pF.2q’s RHS is negative. Therefore,
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since γ2 ă θ, we have:

$

’

’

’

’

&

’

’

’

’

%

M2x
1
θ
2 ´

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

k1

´

p1
p2

¯
α

1´θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

,

/

/

/

/

.

/

/

/

/

-

ą

ˆ

A2

A1

˙
1

1´γ2

ˆ

p1
p2

˙
α

1´θ
ˆ

γ2´θ
p1´γ2q

k1 (83)

Then, we have that:

RHS(46)

RHS(83)
“

ˆ

p2
p1

˙1` αθ
1´θ

”

1´
γ2´θ
θp1´γ2q

ı

ˆ

A1

A2

˙
1

1´γ2

(84)

Notice that 1´ γ2´θ
θp1´γ2q

“
γ2p1´θq
θp1´γ2q

. Consequently:

RHS(46)

RHS(83)
“

ˆ

p2
p1

˙1`
γ2α
p1´γ2q

ˆ

A1

A2

˙
1

1´γ2

“

#

ˆ

p2
p1

˙1´γ2p1´αq A1

A2

+
1

1´γ2

(85)

But then, notice that 1´ γ2p1´ αq ´ α “ p1´ αqp1´ γ2q ą 0. Therefore, 1´ γ2p1´ αq ą α.

Since p2 ă p1, we have that:

ˆ

p2
p1

˙1´γ2p1´αq A1

A2

ă

ˆ

p2
p1

˙α
A1

A2

ă 1 (86)

where the last inequality comes from our assumption for the contradiction. Then, since 1
1´γ2

ą 0,

we have RHS(46)

RHS(83)
ă 1. But then inequalities (46) and (83) cannot both be satisfied and we have

a contradiction.

Corollary 2 If A1 ą A2 we must have m11 ą m12 and m31 ą m32.

Proof. From the expression for m11, we have:

m11 “

”´

p1
p2

¯α
A2

A1

ı
1

γ1´1

M1

"

1`
”´

p1
p2

¯α
A2

A1

ı
1

γ1´1

* “

”´

p2
p1

¯α
A1

A2

ı
1

1´γ1 M1

"

1`
”´

p2
p1

¯α
A1

A2

ı
1

1´γ1

* (87)

Since from lemma 1 we have
´

p2
p1

¯α
A1

A2
ą 1, we must have that

”´

p2
p1

¯α A1
A2

ı 1
1´γ1 M1

#

1`
”´

p2
p1

¯α A1
A2

ı 1
1´γ1

+ ą M1

2
.

Consequently m11 ą m12. The identical argument shows that m31 ą m32.
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Proof of Theorem 1

Proof. We already know that m11 ą m12 and m31 ą m32. So, the only way in which we may

have S2 ą S1 is that m22 ą m21. Therefore, towards a contradiction, assume that m22 ą m21.

From (41):

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

ą k1 (88)

Then, back to pF.2q, we have:

$

’

’

’

&

’

’

’

%

M2x
1
θ
2 ´

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

k1

´

p1
p2

¯ α
1´θ

»

–

´

r
A1γ2xk

¯ θ
γ2´θ k

θp1´γ2q
γ2´θ

1 ´xk

fi

fl

1
θ

,

/

/

/

.

/

/

/

-

θp1´γ2q
γ2´θ

“

“

´

A2

A1

¯
θ

γ2´θ
´

p1
p2

¯
αθ
1´θ

k
θp1´γ2q
γ2´θ

1 `

´

r
A2γ2xk

¯
θ

θ´γ2

„

1´
´

p1
p2

¯
αθ
1´θ



xk

(89)

Since A1 ą A2 we know from previous results that p1 ą p2. Consequently, the last term in

pF.2q’s RHS is negative and we have:

$

’

’

’

’

&

’

’

’

’

%

M2x
1
θ
2 ´

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

,

/

/

/

/

.

/

/

/

/

-

θp1´γ2q
γ2´θ

ą

ˆ

A2

A1

˙
θ

γ2´θ
ˆ

p1
p2

˙
αθ
1´θ

ˆ

”

1`
1´γ2
γ2´θ

ı

k
θp1´γ2q
γ2´θ

1

(90)

Now, from (88) we have that, since γ2 ă θ:

$

’

’

’

’

&

’

’

’

’

%

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

,

/

/

/

/

.

/

/

/

/

-

θp1´γ2q
γ2´θ

ă k
θp1´γ2q
γ2´θ

1 (91)
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Now, substituting (91) into (90), we have:

k
θp1´γ2q
γ2´θ

1 ą

$

’

’

’

’

&

’

’

’

’

%

M2x
1
θ
2 ´ k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

,

/

/

/

/

.

/

/

/

/

-

θp1´γ2q
γ2´θ

ą

„ˆ

p2
p1

˙α
A1

A2


θ

θ´γ2

k
θp1´γ2q
γ2´θ

1 (92)

From lemma 2 and the fact that θ ą γ2, we have that
”´

p2
p1

¯α
A1

A2

ı
θ

θ´γ2
ą 1. Consequently, we

found a contradiction. Therefore, we must have m21 ą m22 and S1 ą S2.

Before presenting the proof for theorem 2, let’s consider a final intermediary result:

Claim 1 Assume γ2 ă θ. If A1 ą A2 we must have m21

m22
ă

”´

p2
p1

¯α
A1

A2

ı
1

1´γ2

Proof. From lemma 1, we have that if A1 ą A2 we must have
´

p2
p1

¯α
A1

A2
ą 1. Then, from pF.2q,

since p1 ą p2, we must have:

$

’

’

’

’

&

’

’

’

’

%

M2x
1
θ
2 ´

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

k1

k1

„

´

r
A1γ2xk

¯
θ

γ2´θ k
θp1´γ2q
γ2´θ

1 ´ xk



1
θ

,

/

/

/

/

.

/

/

/

/

-

θp1´γ2q
γ2´θ

ă

"

A2

A1

ˆ

p1
p2

˙α* θ
γ2´θ

From (41) and γ2 ă θ, we have m21

m22
ă

”´

p2
p1

¯α
A1

A2

ı
1

1´γ2 , concluding the proof.

Proof of Theorem 2:

Proof. Assume that γi ” γ, @i P t1, 2, 3u and γ ă θ. Assume that A1 ą A2 as well. From

theorem 1 and claim 1 we have S1 ă

”´

p2
p1

¯α
A1

A2

ı
1

1´γ2 S2. Then, notice that pdf1i “
m1i
Si

. Therefore

pdf11
pdf12

“ m11

m12
ˆ S2

S1
. Since m11

m12
“

”´

p2
p1

¯α
A1

A2

ı
1

1´γ

and S2

S1
ą 1

”´

p2
p1

¯α A1
A2

ı 1
1´γ

, we have that:

pdf11
pdf12

ą

„ˆ

p2
p1

˙α
A1

A2


1

1´γ

ˆ
1

”´

p2
p1

¯α
A1

A2

ı
1

1´γ

(93)

Consequently pdf11 ą pdf12. The same calculation gives us pdf31 ą pdf32. Since density functions

must add to one, we must also have pdf21 ă pdf22

Proof of Proposition 3
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Proof. Towards a contradiction, assume that A1 ą A2 and p2 ą p1. Then, from (58), after

some manipulations and using γ3 ą θ, and p2
p1
ą 1 we have:

ˆ

r

A1γ3xk

˙
θ

γ3´θ

k
θp1´γ3q
γ3´θ

1 ą

ˆ

r

A2γ3xk

˙
θ

γ3´θ

k
θp1´γ3q
γ3´θ

2

i.e.:
k1
k2
ą

ˆ

A1

A2

˙
1

1´γ3

(94)

From equation (55), we have:

m31

m32

ą
k1
k2
ñ

m31

m32

ą

ˆ

A1

A2

˙
1

1´γ3

(95)

Then, from LHS(62), substituting (94) and (95), we have:

$

&

%

`

mθ
31x3 ` kθ1xk

˘

γ3´θ
θ mθ

31x3´

´A2
A1

p1
p2

`

mθ
32x3 ` kθ2xk

˘

γ3´θ
θ mθ

32x3

,

.

-

ą

«

ˆ

A1

A2

˙

γ3
1´γ3

´
A2

A1

ˆ

p1
p2

˙

ff

pmθ
32x3 ` kθ2xkq

γ3´θ
θ mθ

32x3 ą 0

(96)

While from RHS(62), we have that:

«

A2

A1

p1
p2
´

„

A2

A1

ˆ

p1
p2

˙α
γi
γi´1

ff

ă 0, @γi ă 1

Consequently RHS(35)ă 0, which gives us a contradiction. Since we showed in lemma A.2 that

p1 “ p2 only happens if A1 “ A2, we must have that A1 ą A2 ñ p1 ą p2. Following the same

procedure we can easily show that A2 ą A1 ñ p2 ą p1.

Proof of Proposition 4

Proof. Without loss of generality, assume that A1 ą A2. From proposition 3 we have that

A1 ą A2ñ p1 ą p2. From (60) and (F.2), given that p1 ą p2, we have – after some manipulations:

k1
k2
ą

ˆ

A1

A2

˙
1

1´γ3

ˆ

p2
p1

˙

αpγ3´θq
p1´γ3qp1´θq

While from (55), we have that:

m31

m32

ą

ˆ

p2
p1

˙
α

1´θ
ˆ

A1

A2

˙
1

1´γ3

ˆ

p2
p1

˙

αpγ3´θq
p1´γ3qp1´θq
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Simplifying it:

m31

m32

ą

„

A1

A2

ˆ

p2
p1

˙α 1
1´γ3

(97)

Let’s consider two cases:

Case 1:
”

A1

A2

´

p2
p1

¯αı

ě 1 – In this case, equation (97) already implies that m31 ě m32. From

(55) and θ ă 1, we have that:

k1
k2
ě

ˆ

p1
p2

˙
α

1´θ

ą 1 (98)

Consequently, k1 ą k2, concluding this part of the proof.

Case 2:
”

A1

A2

´

p2
p1

¯αı

ă 1 – In this case, from RHS(62), we have that:

$

’

’

’

’

&

’

’

’

’

%

˜

M1

1`
”

A2
A1

´

p1
p2

¯αı 1
γ1´1

¸γ1

x1

„

A2

A1

p1
p2
´

”

A1

A2

´

p2
p1

¯αı
γ1

1´γ1



`

˜

M2

1`
”

A2
A1

´

p1
p2

¯αı 1
γ2´1

¸γ2

x2

„

A2

A1

p1
p2
´

”

A1

A2

´

p2
p1

¯αı
γ2

1´γ2



,

/

/

/

/

.

/

/

/

/

-

Given A1

A2

´

p2
p1

¯α

ă 1, notice that:

A1

A2

ˆ

p2
p1

˙α

ă 1 ñ
A2

A1

ˆ

p1
p2

˙α

ą 1 ñ
A2

A1

p1
p2
ą 1

Consequently,

„

A2

A1

p1
p2
´

”

A1

A2

´

p2
p1

¯αı
γi

1´γi



ą 0 for i P t1, 2u and RHS(62)ą 0.

But then, from (64), given that
`

mθ
31x3 ` k

θ
1xk

˘

γ3´θ
θ mθ

31x3 ą 0, we would need to have:

1´

ˆ

p1
p2

˙1´α
M3 ´m31

m31

ą 0

Rearranging it:
m31

m32

ą

ˆ

p1
p2

˙1´α

ą 1 (99)

From (99) and (55), we have:

ˆ

p2
p1

˙
α

1´θ k1
k2
ą

ˆ

p1
p2

˙1´α

ñ
k1
k2
ą

ˆ

p1
p2

˙1` αθ
1´θ

(100)

Consequently, (100) implies that k1 ą k2, concluding our proof.
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Proof of Corollary 1

Proof. Proof of proposition 4 already showed this result for all cases but
”

A1

A2

´

p2
p1

¯αı

“ 1. In

this case, notice that:
A1

A2

ˆ

p2
p1

˙α

“ 1 ñ
A2

A1

ˆ

p1
p2

˙α

“ 1

Since α ă 1 and p1 ą p2, we have that A2

A1

´

p1
p2

¯

ą 1. Again, we can show that the RHS(35)ą 0.

Following the same steps presented in the proof of proposition 4, we can conclude that m3i ą m3j.

Proof of Theorem 3

Proof. Towards a contradiction, assume that pdf31 ď pdf32. In this case, we must have:

m31

m11 `m21 `m31

ď
m32

m12 `m22 `m32

Rearranging and simplifying it, we obtain:

m31m12 ´m32m11 `m31m22 ´m32m21 ď 0 (101)

From equations (53) and (54) and labor market clearing conditions, we have:

m11 “

„

A1

A2

ˆ

p1
p2

˙α 1
1´γ

m12 and m21 “

„

A1

A2

ˆ

p1
p2

˙α 1
1´γ

m22 (102)

As a result, we have:

m31m12 ´m32m11 “ m32m12

#

m31

m32

´

„

A1

A2

ˆ

p1
p2

˙α 1
1´γ

+

ą 0 (103)

and

m31m22 ´m32m21 “ m32m22

#

m31

m32

´

„

A1

A2

ˆ

p1
p2

˙α 1
1´γ

+

ą 0 (104)

where the inequalities come from m31

m32
ą

”

A1

A2

´

p1
p2

¯αı 1
1´γ

as shown in equation (97). Consequently,

equations (101), (103), and (104) jointly show a contradiction. As a result, pdf31 ą pdf32.

Similarly, towards a contradiction, consider that pdf21 ě pdf22. In this case, we must have:

m21

m11 `m21 `m31

ě
m22

m12 `m22 `m32
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Rearranging and simplifying it, we obtain:

m12m21 ´m22m11 `m32m21 ´m31m22 ď 0 (105)

From (102), after some manipulations, we have:

m12m21 ´m22m11 “ 0 (106)

and

m32m21 ´m31m22 “ m32m22

#

„

A1

A2

ˆ

p1
p2

˙α 1
1´γ

´
m31

m32

+

ă 0 (107)

where the inequalities come from m31

m32
ą

”

A1

A2

´

p1
p2

¯αı 1
1´γ

as shown in equation (97). Consequently,

equations (105), (106), and (107) jointly show a contradiction. As a result, pdf21 ă pdf22.

Finally, towards a contradiction, assume that pdf11 ě pdf12. In this case, we must have:

m11

m11 `m21 `m31

ě
m12

m12 `m22 `m32

Rearranging and simplifying it, we obtain:

m11m22 ´m12m21 `m32m11 ´m31m12 ď 0 (108)

In equation (106), we already showed that m11m22 ´m12m21 “ 0. Then, from (102) and (97),

we have:

m32m11 ´m31m12 “ m32m12

#

„

A1

A2

ˆ

p1
p2

˙α 1
1´γ

´
m31

m32

+

ă 0 (109)

Consequently, equations (108), (106), and (109) jointly show a contradiction. As a result, pdf11 ă

pdf12, concluding our proof that pdf1 F.O.S.D. pdf2.

C Numerical Example

In this section, we simulate the model in order to get a better understanding of the model’s

mechanisms and how changes in the parameters may affect the two regions’ labor markets. We

focus on two parameter changes that are related to the observed evolution of computing power

prices over the last twenty years. First, the price of PCs and software went down significantly over

this time period. Second, personal computers became significantly more powerful, being able
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to do operations that needed servers or computer networks previously. While this distinction

seems subtle at first sight, it is an important difference for the model. Reductions in price,

while increasing the benefit of renting more capital, do nothing to counteract the decreasing

marginal contribution of capital. Differently, increases in computer power per machine, by

increasing xk, avoids the decreasing forces of marginal productivity. Moreover, we also believe it

is an important distinction in reality. Increasing computer power through the use of servers or

connected networks, while possible, demands a lot of coordination and knowledge by its users.

These additional user costs reduce the widespread implementation of internal networks and local

servers. Moreover, while prices for information technology have gone down, the wide decline in

the price indexes for technology, presented in figures (a) and (c) in figure 2 are mostly due

to the increase in the processing power which is factored in by the Bureau of Labor Statistics

(BLS). Furthermore, even though there is some evidence that the gross investment in personal

computers and peripherals has stalled in the latter period, once we control for processing power,

the investment in computers has continued to go up, as we present in figures (b) and (d) in figure

2. Consequently, it is important to take into account a potential difference between quality and

quantity when we are dealing with changes due to technological progress over time.

C.1 Benchmark parametrization

In this section, we show a simple numerical example that illustrates the results of the model.

In order to be able to interpret the results more properly, we use results found in the previous

literature and data in order to calibrate our parameters. We start using parameter values

described by Eeckhout et al. (2014)’s table 2 in order to pin down the values for city TFP and

workers’ labor productivity. We consider the case that γi ” γ, @i P t1, 2, 3u and use Eeckhout

et al. (2014)’s table 2 to set γ as well. Moreover, we follow Davis and Ortalo-Magné (2011) and

set α “ 0.24. Finally, we must specify values for both θ and the housing stock. We will keep

these values as given at Hi “ 62, 559, 000, @i P t1, 2u which is close to the BEA’s estimate for

half of the total housing units for the United States in 2005Q2, and θ “ 0.85. We present these

parameters in table 18. We assume that these parameters are fixed over time in our numerical

exercise.

Table 18: Maintained Parameters – from Eeckhout et al. (2014)

γ θ A1 A2 y1 y2 y3 Hi α

0.8 0.85 19,118 9,065 0.3189 1 1.4733 62,559,000 0.24

We then consider two periods in time: 1995 and 2015. We consider changes in the size and
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Figure 2: Price Index and Real Investment in Technology

composition of the population – measured by the size of the labor force and the distribution

across occupations. We follow the distribution of the population across routine and non-routine

manual and cognitive occupations for the years 1989 and 2014 as presented by Cortes et al.

(2016). We combine routine cognitive and manual occupations to form the middle-skill measure,

while we consider non-routine cognitive occupations as high skill and non-routine manual as low

skill. Finally, we disregard the unemployed. Similarly, we consider changes in the technology. We

pin down xk by normalizing it at 1 in 1995 and using the estimates for multi-factor productivity

(MFP) growth for softwares as presented by Byrne et al. (2017)’s table 3B in order to pin down

xk in 2015. Similarly, in order to consider the changes in the price for technology, we normalize

r “ 700 in 1995 – close to the value that Eeckhout et al. (2014) implied for a middle-skill worker

in the small city – and use Byrne and Corrado (2017)’s estimate of price decrease in the cost
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of ICT investments (Table 4 – software), in order to pin down the value for r in 2015. The

calibrated values are presented in table 19.

Table 19: Adjusted Parameters - Experiments

yk r M1 M2 M3

1995 1 700 15,836,150 66,973,717 40,745,094
2015 1.333 635.58 26,640,565 67,576,067 61,078,368

Results are presented in figure 3 and table 20. As we can see from figures 3(a) and 3(b) and

table 20’s panel B, between 1995 and 2015, city 1 not only became even bigger than city 2, but it

also became more unequal – the proportion of mid-skilled workers went down significantly more

in city 1 than in city 2. While this result is in line with the overall increase in inequality that

we observed over time, jointly showing a geographical component, it does not clearly indicates

the underlying reason for this increase in inequality. From our parameters in table 19, we have

that many things changed between 1995 and 2015. First, not only the population has grown,

but the distribution of skills across the overall population has developed fatter tails. Second,

technology became cheaper as well as more productive. In order to disentangle these effects,

we consider two counterfactuals. In the first counterfactual, we keep the overall population

size and skill distribution at its 1995 levels and only allow technology to become cheaper and

more productive, presented in figure 3(c) and in table 20 Pop. Fixed lines. In the second

counterfactual, we keep technology at its 1995 levels of cost and productivity, while allowing

population and skill distribution to adjust to its 2015 levels, presented in 3(d) and in table

20 Tech. Fixed lines. As we can see from the results, while changes in population may be

responsible for the bulk of the change in the overall shape of the distributions between 1995 and

2015, the changes in technology cost and productivity are the leading factors behind the big

cities becoming increasingly more unequal compared to smaller ones.

D Skill Biased Technological Change and City Size - Nu-

merical Examples

Differently from the case of Automation, SBTC does not imply that the high-TFP city is

larger. In this section, we present two examples that illustrate that results can go either way.
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(a) Skill Distribution – 1995
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(b) Skill Distribution – 2015
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(c) Skill Distribution – Population Constant
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(d) Distribution – Technology Constant

Figure 3: Skill Distribution across cities – 1995 vs. 2015

D.1 High-TFP city is smaller (the “Boulder” case)

In this case, we consider the parameter values presented in table 21. Equilibrium prices and

quantities are presented in table 22. As we can see, the high-TFP city, while paying higher wages,

investing more in capital, having higher housing prices, and having more high-skill workers, it is

still smaller than the low-TFP city. In particular, the high-TFP city has fewer low- and mid-skill

workers than the low TFP city. Finally, as expected, the skill distribution in the High-TFP city

skill dominates in first order the skill distribution in the Low-TFP city, as we see in figure 4.
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Table 20: Numerical Exercise Results

Panel A: Prices and Wages

p1 p2 w11 w12 w21 w22 w31 w32

1995 188.38 28.193 184.73 117.10 432.80 274.36 706.45 447.82
2015 224.91 34.466 166.30 106.02 422.28 269.21 650.81 414.91
Pop. Fixed 185.38 28.572 184.48 117.77 422.85 269.95 705.52 450.4
Tech. Fixed 227.91 34.084 166.48 105.52 432.05 273.83 651.53 412.94

Panel B: City Size and Skill Distribution

S1 f11 f21 f31 S2 f12 f22 f32
1995 99,936,000 12.84% 54.12% 33.04% 23,620,000 12.72% 54.55% 32.73%
2015 125,058,000 21.71% 42.86% 39.79% 30,237,100 16.33% 46.21% 37.45%
Pop. Fixed 99,342,000 12.93% 53.54% 33.45% 24,213,500 12.06% 56.92% 31.02%
Tech. Fixed 125,633,000 21.60% 43.43% 39.39% 29,664,100 17.05% 43.85% 39.09%

Table 21: Parameters – “Boulder” case

x1 x2 x3 A1 A2 H xk r
0.3189 1 1.4733 19118 19000 62559000 1.333 635.58

γ1 γ2 γ3 θ α M1 M2 M3

0.8 0.8 0.82 0.5 0.24 15836150 66973717 40745094

Table 22: Equilibrium Outcomes – “Boulder” case

m1j m2j m3j Sj pj

City 1 7683472.87 32494687 21148855.3 61327015.1 496.69

City 2 8152677.13 34479030 19596238.7 62227945.9 460.71

w1j w2j w3j kj

City 1 204.68 481.03 5308.34 1207650344

City 2 201.02 472.42 5213.4 1020740138

D.1.1 High-TFP city is larger (the “NYC” case)

In this case, we consider the parameter values presented in table 23. In order to make a sim-

ple comparison, the parameters are the same of the “Boulder” case, apart from a higher A1.

Equilibrium prices and quantities are presented in table 24. Notice that the high-TFP city is

larger. However, we still have fewer low- and mid-skill workers. As before, all other results follow

through, including the F.O.S.D. of the skill distribution of the high-TFP city, as seen in figure

5.
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Figure 4: Skill Distribution: High vs. Low TFP cities – “Boulder” case

Table 23: Parameters – “NYC” case

x1 x2 x3 A1 A2 H xk r
0.3189 1 1.4733 21118 19000 62559000 1.333 635.58

γ1 γ2 γ3 θ α M1 M2 M3

0.8 0.8 0.82 0.5 0.24 15836150 66973717 40745094

Table 24: Equilibrium outcomes – “NYC” case

m1j m2j m3j Sj pj

City 1 7841477.23 33162913.76 24434572.45 65438963.44 663.10

City 2 7994672.77 33810803.24 16310521.55 58115997.56 420.08

w1j w2j w3j kj

City 1 225.17 529.19 6283.30 1954872597.36

City 2 201.81 474.28 5631.30 995018365.67

E Empirical Evidence - Alternative technology measures

E.1 Enterprise Resource Planning (ERP) software

In this section, we discuss the coverage of our sample that includes information on ERP adoption,

as well as the empirical evidence on the relationship between ERP adoption and local rental price

index as well as 1980’s share of routine-cognitive jobs in the local labor force.
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Figure 5: Skill Distribution: High vs. Low TFP cities – “NYC” case

E.1.1 Data Coverage

As discussed in section 3 and presented in table 3, our ERP sample is limited. Our information

on ERP adoption covers on average only 16% of workers and 1% of establishments in the MSA,

compared to NETS. Moreover, as presented in table 25, even after controlling for establishment

size, MSA average coverage is above 30% only for establishments that have 250 employees or

more. Finally, table 26 shows that employment coverage is below 30% in all industry sectors.

Table 25: Coverage Ci Aberdeen relative to NETS by Establishment Size

Mean S.D. p10 p25 p50 p75 p90 N

ERP Sample
1 to 4 Employees 0.1% 0.0% 0.0% 0.1% 0.1% 0.1% 0.1% 272
5 to 9 Employees 0.4% 0.2% 0.0% 0.3% 0.4% 0.5% 0.7% 272
10 to 19 Employees 1.8% 0.6% 1.0% 1.5% 1.8% 2.1% 2.5% 272
20 to 49 Employees 6.2% 1.6% 4.0% 5.3% 6.2% 7.1% 8.1% 272
50 to 99 Employees 14.3% 3.6% 10.0% 12.1% 14.1% 16.4% 19.2% 272
100 to 249 Employees 26.2% 6.0% 20.0% 22.0% 26.4% 29.9% 33.8% 272
250 to 499 Employees 31.9% 11.7% 20.0% 25.0% 30.0% 36.8% 45.2% 272
500 to 999 Employees 41.1% 18.4% 22.0% 30.4% 38.1% 50.0% 61.9% 272
1,000 or more Employees 43.4% 22.1% 20.0% 30.0% 40.0% 53.9% 68.3% 270

Nonetheless, table 27 shows that there is a lot of dispersion in the ERP shares across MSAs

even in 2015, when we should expect already a more widespread use of technology. As we can

see, we have at least some information on 272 MSAs across the country. Moreover, we can see
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Table 26: Ci Coverage relative to NETS: Employment by Industry

Mean S.D. p10 p25 p50 p75 p90 N

ERP Sample
Manufacturing 28% 12% 12% 20% 28% 35% 42% 272
Construction 7% 5% 2% 4% 6% 9% 12% 272
Information 20% 11% 8% 13% 19% 26% 34% 272
Finance 8% 7% 2% 4% 7% 11% 16% 272
Professional & Bus Services 8% 5% 2% 4% 7% 11% 14% 272
Education and Health 24% 8% 15% 19% 24% 28% 33% 272
Leisure and Hospitality 6% 6% 2% 3% 5% 7% 11% 272
Public Adm 18% 8% 9% 12% 17% 21% 27% 272
Trade, Transp., and Util. 7% 4% 3% 4% 6% 9% 12% 272
Mining 9% 16% 0% 0% 0% 11% 30% 271
Other Services 5% 4% 1% 3% 5% 7% 9% 272

that, while on average about 47% of the establishments have at least some form of ERP, there

is substantial variation across the country. Some MSAs have a fraction as low as 29%, while

others have more than 61% of establishments with some form of ERP. Even more, as we show

in figure 6b, the degree of adoption seems closely tied to the size as well as cost of living in the

MSA, proxied by the rental index. Finally, figure 6a shows the geographical dispersion of ERP

concentration across the country in 2015. First of all geographical coverage is quite good, with

only very few MSAs completely missing. In fact, the missing MSAs are due to the matching

procedure of the Census PUMA to the 2000 Census Metropolitan Area definitions as described

by Baum-Snow and Pavan (2013).

Table 27: Descriptive statistics of technology adoption across MSAs – 2015

Mean Median S.D. Min Max N

ERP Share
Share of Workers in Est. w/ ERP 51.45% 52.09% 11.88% 9.76% 86.94% 272
Share of Establishments w/ ERP 46.34% 46.64% 5.09% 28.57% 61.25% 272

No. of ERPs
Avg. No. of ERPs per Est. 0.77 0.78 0.11 0.41 1.17 272
Median No. of ERPs per Est. 0.24 0 0.42 0 1 272
St. Dev. Of No. ERP per Est. 1.05 1.06 0.11 0.73 1.36 272
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Figure 6: Geographical distribution of ERP across MSAs – 2015

E.1.2 Empirical Evidence

Table 28 presents the same specifications as presented in table 7, replacing IT budget per worker

with the fraction of establishments in the MSA with at least one ERP software. As we can

observe, results for local price indexes are similar to the ones observed in table 7, even though

results for the alternative theories are somewhat stronger. Results controlling for firm and

industry fixed effects at the establishment level are presented in table 29. As expected, due

to a significant decrease in sample size, results are weaker and lose statistical significance in

some cases. However, the overall pattern is still the same as the one presented in table 8, i.e.,

establishments in more expensive MSAs are more likely to adopt ERP softwares.

F Measures of Concentration

We now calculate measures of concentration of skills across regions. These measures allow us to

test if we have observed an increase in the spatial dispersion of skills across MSAs in the last 30

years. Moreover, these measures abstract from issues of long-run trends in the composition of

labor force. Consequently, we are able to focus on the correlation between the spatial dispersion

of skills and MSAs characteristics – in particular size and cost of housing. We consider three

simple measures: The location quotient that compares the skill distribution in the MSA against

the overall skill distribution in the economy, the Ellison and Glaeser (1997) index of industry

concentration, and an adjusted version of this index proposed by Oyer and Schaefer (2016). The

latter two indexes attempt to measure concentration by comparing it against a distribution that

would be obtained by chance (the “dartboard approach”).
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Table 28: Fraction of Establishments with ERP software in CMSA – 2015

(1) (2) (3) (4) (5)

ERP ERP ERP ERP ERP

MSA log rent index 1980 0.2483*** 0.1966*** 0.1662**
(0.0634) (0.0655) (0.0657)

MSA routine cognitive share 1980 0.9091*** 0.7735** 0.4998
(0.3259) (0.3123) (0.3501)

MSA’s log
`

S
U

˘

in 1980 0.0859*** 0.0463** 0.0338
(0.0239) (0.0226) (0.0239)

MSA Offshorability 1980 0.2028*
(0.1034)

Housing supply elasticity -0.0050 -0.0149** -0.0118** -0.0111* -0.0110*
(0.0057) (0.0058) (0.0054) (0.0059) (0.0057)

USDA’s Amenities Yes Yes Yes Yes Yes
CMSA’s Industry Mix Controls Yes Yes Yes Yes Yes
F statistic 3.48 2.92 3.67 4.28 5.29
Adj. R2 0.183 0.161 0.179 0.228 0.242

CMSAs 222 222 222 222 222

Standard errors in parentheses. The dependent variable in all columns is the fraction of establishments with ERPs
in the metro area, adjusted for plant employment interacted with three digit SIC industry. Each observation (a
CMSA) is weighted by its employment in 2015. Stars represent: * p ă 0.1; ** p ă 0.05; *** p ă 0.01.

Table 29: ERP Presence by Establishment - Firm and Industry FE

(1) (2) (3) (4) (5)

Dummy ERP Dummy ERP Dummy ERP Dummy ERP Dummy ERP

MSA log rent index 1980 0.101 0.135* 0.115 0.096 0.146*
(0.080) (0.080) (0.079) (0.081) (0.080)

MSA’s log
`

S
U

˘

in 1980 -0.029 -0.024
(0.032) (0.034)

MSA Offshorability 1980 -0.081 -0.137
(0.109) (0.120)

MSA routine cognitive share 1980 0.005 0.007**
(0.003) (0.003)

log(Site’s Size) 0.065*** 0.065*** 0.065*** 0.065*** 0.065***
(0.005) (0.005) (0.005) (0.005) (0.005)

log(Site’s Revenue) 0.075*** 0.075*** 0.075*** 0.075*** 0.075***
(0.016) (0.016) (0.016) (0.016) (0.016)

Housing Elasticity 0.007 0.008 0.008 0.006 0.007
(0.006) (0.006) (0.006) (0.006) (0.006)

Firm FE Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
MSA Controls Yes Yes Yes Yes Yes
Adj. R2 0.1785 0.1785 0.1785 0.1786 0.1786

No. of Sites 59,828 59,828 59,828 59,828 59,828

Standard errors in parentheses. The dependent variable in all columns is a dummy indicating that ERP software is available in the
establishment. Each observation (an establishment) is weighted by the probability weight from a match between the Aberdeen data and
the 2015 County Business Pattern. Stars represent: * p ă 0.1; ** p ă 0.05; *** p ă 0.01.
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F.1 Location Quotient

As a first pass, we consider a concentration measure that compares the distribution in a given

MSA against the overall economy distribution. In particular, we consider that the degree of

concentration of skill i in city j (λij) is given by:

λij “

mij
Sj
Mi

řN
l“1Ml

(110)

Intuitively, if a MSA is more concentrated in skill level i than the economy at large, this

index’s value would be above 1. Moreover, this measure has two additional benefits. First, by

focusing on shares, it reduces the impact of the MSA’s overall size on the analysis. Second, by

comparing the region against the economy-wide distribution, it takes into account the potential

changes in the national labor market. Consequently, it allows us to focus on the increase/decrease

of concentration across regions as well as how it correlates to these regions’ characteristics.

In our analysis, we consider two time periods – 1980 and 2015. Moreover, following Cortes

et al. (2016), we divide the occupations in 4 groups: non-routine manual, routine manual, routine

cognitive, and non-routine cognitive. We divide the regions in two groups around the median.

As a first pass, we divide MSAs in terms of the size of its labor force, i.e., large vs. small. Similar

results are obtained if we use the log rent index, i.e. cheap vs. expensive, as the measure to

separate the MSAs. Results are presented in table 30.

Table 30: Simple Measure of Concentration across skill and city size groups

Panel A: 1980

Non-Routine
Manual

Routine
Manual

Routine
Cognitive

Non-Routine
Cognitive

Mean Median Mean Median Mean Median Mean Median
Large City 0.99 0.95 1.08 1.05 0.97 0.97 0.95 0.95
Small City 1.05˚ 1.03: 1.11 1.11 0.92˚˚ 0.91:: 0.93 0.90

Panel B: 2015

Non-Routine
Manual

Routine
Manual

Routine
Cognitive

Non-Routine
Cognitive

Mean Median Mean Median Mean Median Mean Median
Large City 0.99 0.96 1.07 1.05 1.02 1.01 0.96 0.97
Small City 1.02 1.02 1.21˚˚ 1.19:: 1.00 0.99 0.90˚ 0.89::

**,* represent significant at 1 and 5 % respectively in a t-test of means with unequal variances.
::,: represent significant at 1 and 5% respectively in a Wilcoxon rank-sum test of medians.

As we can see from table 30, in 1980, small cities had on average a higher concentration in
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non-routine manual jobs, a lower concentration in routine cognitive jobs, and were at par in

routine manual and non-routine cognitive once compared to large cities. Differently, in 2015 we

see small cities being on average more concentrated in routine manual jobs, less concentrated in

non-routine cognitive jobs, and at par in routine cognitive and non-routine manual jobs. Taken as

a whole, table 30 shows an increase in the concentration of routine cognitive and routine manual

jobs in small cities, jointly with a decrease in non-routine manual and non-routine cognitive jobs,

as expected from our theory.

Finally, figure 7 presents the density distribution of the simple concentration index for small

and large cities across skill groups and time. While we observe that there is significant variance

in this index across CMSAs, the overall message is the same as the one presented in table 30.

F.1.1 Ellison-Glaeser (1997) Index

We now adapt the concentration index presented by Ellison and Glaeser (1997) for the skill

distribution context. Denote γi as the EG concentration index for skill i. To define this index,

we first introduce some notation. Define sij as the share of workers of skill i in city j, i.e.,

sij “
mij
Mi

. Let xj be the share of total employment in city j, i.e., xj “
Sj

řN
l“1Ml

. Then, our

measure of spatial concentration of skill i is given by:

γi “

ř

j psij ´ xjq
2

1´
ř

j x
2
j

(111)

According to Ellison and Glaeser (1997), there are several advantages in using this index. First,

it is easy to compute with readily available data. Second, the scale of the index allows us to

make comparisons with a no-agglomeration case in which the data is generated by the simple

dartboard model of random location choices (in which case Epγiq “ 0). Finally, the index is

comparable across populations of different skill sizes. Notice that in this case, we have one index

per skill group per year. Consequently, we are unable compare large and small cities. However,

we are able to see if skill groups became more or less concentrated across cities over time.

Table 31: Ellison-Glaeser Index

1980 2015 % Change

Non-Routine Manual 0.00063 0.00044 -0.29659
Routine Manual 0.00080 0.00068 -0.15094
Routine Cognitive 0.00011 0.00014 0.24356
Non-Routine Cognitive 0.00026 0.00029 0.11259

Results are presented in table 31. As we can see, manual occupations have seen a decline
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in concentration, whereas cognitive occupations have seen a (small) increase in concentration.

These results complement the results regarding the location index, by indicating how concen-

tration of each occupation group has changed across cities. While these results are generally in

line with what we should expect given our model’s outcomes, we are not able to precisely link

them to city characteristics. In order to do that, in the next section we follow Oyer and Schaefer

(2016) and adapt the Ellison and Glaeser (1997) to create a city’s skill concentration index.

F.1.2 Oyer-Schaefer (2016) Index

We now consider an adapted version of the EG concentration index that we call the Oyer-Schaefer

index (henceforth OS index). Hence, denote ζj the OS concentration index for city j. To define

this index, we first introduce some notation. Define x̃i the overall share of workers of skill i in

the economy, i.e. x̃i “
Mi

řN
l“1Ml

. Similarly, define s̃ij the share of workers of skill i in city j, i.e.,

s̃ij “
mij
Sj

, where Sj is city j’s labor force size. Then, the OS index is define as:

ζj “
Sj

Sj ´ 1

ř

i ps̃ij ´ x̃iq
2

1´
ř

i x̃
2
i

´
1

Sj ´ 1
(112)

Differently from the EG index, in the OS index we are able to compare the degree of con-

centration across city sizes or across cities with different housing costs. Unfortunately, we are

unable to pin down the source of the increase/decrease in within-city concentration. In particu-

lar, we are unable to tie the changes in concentration to changes in the shares of each particular

skill group. In this sense, EG and OS indexes, while complementing each other, both have its

weaknesses and do not give a complete picture of the changes in concentration.

Table 32 presents the results for 1980 and 2015. As we can see, in both periods, small cities

are consistently more concentrated than large cities, although there is also more variance of

concentration across small cities. Furthermore, while both small and large cities have seen a

reduction in concentration over time, the reduction has been on average larger at large cities.

Finally, we present the changes in the density distribution of the OS index in figure 8. As

we can see, the distribution of the OS index became more concentrated as we move from 1980

to 2015.



Table 32: OS Index across city sizes and time

Panel A: 1980
Mean Median St. Dev. Min Max

Large City 0.01193 0.00551 0.01732 0.00012 0.10032
Small City 0.01879 0.00965 0.02132 0.00037 0.11660

Panel B: 2015
Mean Median St. Dev. Min Max

Large City 0.00896 0.00406 0.01156 0.00014 0.06074
Small City 0.01835 0.01259 0.01738 0.00003 0.10652
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(a) Non-Routine Manual: 1980
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(b) Non-Routine Manual: 2015
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(c) Routine Manual: 1980
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(d) Routine Manual: 2015
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(e) Routine Cognitive: 1980
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(f) Routine Cognitive: 2015
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(g) Non-Routine Cognitive: 1980
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(h) Non-Routine Cognitive: 2015

Figure 7: Skill Distribution across city sizes and time
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Figure 8: Distribution of OS index across city sizes and time

G Estimation Details

G.1 Standard Errors

The estimator θ̂ solves

minθ
ÿ

i

ωi

ˆ

m̄i ´mipθq

m̄i

˙2

.

The variance covariance matrix of the estimator is

V̂ “ pM̂ 1ΩM̂q´1M̂ 1ΩΣ̂ΩM̂pM̂ 1ΩM̂q´1 (113)

where Σ̂ is the variance covariance matrix of the moments mi. M̂ is the Jacobian of the moments

with respect to the parameters. And Ω is the weight matrix, here Ω “ diagp1q.

G.2 List of Softwares
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Table 33: Software assignment to Occupations

Occupation Category Software
routine cognitive Entreprise Resource Planning

Document Management
Supply Chain Management
Human Resource

non-routine cognitive Entreprise Management
Business Intelligence
Datawarehouse
Development
Workflow
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