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Abstract

We show theoretically that a low interest rate gives industry leaders a strategic advantage
over followers, and this advantage becomes more dominant as the interest rate approaches
zero. Consequently, as the interest rate declines, market structure becomes more monopolistic,
and, for a sufficiently low interest rate, productivity growth slows. This prediction is tested
through an analysis of excess returns for industry leaders relative to followers in response to
a decline in interest rates. A decline in the ten year Treasury yield generates positive excess
returns for leaders, and the magnitude of the excess returns rises as the yield approaches zero.
The model provides a unified explanation for why the fall in long-term interest rates has been
associated with rising market concentration, reduced dynamism, a widening productivity-gap
between leaders and followers, and slower productivity growth.
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1 Introduction

Long term interest rates have fallen globally since the 1980s, reaching their lowest levels in
recent years. A large body of recent research explores both the causes and consequences of low
long-term interest rates (e.g., Summers (2014)). This study analyzes the consequences of long-
term interest rates for the production side of the economy. The question addressed can be put
as follows: suppose long-term interest rates fall due to demand-side issues, how does the supply

side of the economy respond?

Traditionally, a lower interest rate is viewed as expansionary for the supply side of the economy:.
Consider a typical firm making an investment decision. A decline in the interest rate, all else
equal, increases the net present value of future cash flows leading the firm to increase immediate
investment. This mechanism explains why the supply-side relationship between economic growth
and interest rates is typically negative in endogenous growth models.! However, these models
typically do not take strategic competition and market structure into account. Is it reasonable to
assume that a significant reduction in the long-term interest rate would have no impact on the

competitiveness of an industry?

This study examines this question through a model in which competition is introduced be-
tween firms and market structure is endogenous. The model is rooted in the dynamic competition
literature (e.g., Aghion, Harris, Howitt and Vickers (2001)) where two firms compete in an indus-
try for market share by investing in productivity-enhancing technology. Firms decide whether
to invest at each point in time. An investment increases the probability that a firm improves its
productivity position relative to its competitor. Such a relative improvement occurs gradually; for
example, a follower can only slowly reduce the size of the productivity gap between the leader
and himself. The decision to invest in the model is only a function of the current productivity
gap between the leader and the follower, which is the key state variable of the model. A larger

productivity gap gives the leader a larger share of industry profits.

The solution to the model reveals two regions of market structure. If the productivity gap be-

ISee e.g. Aghion and Howitt (1992), Klette and Kortum (2004), Grossman and Helpman (1991) and Romer (1990).
The supply-side relationship between growth and interest rate is flat in exogenous growth models such as the Solow
and Ramsey models.



tween the leader and the follower is small, then the industry is in a “competitive region” in which
both firms invest in an effort to escape competition. If the productivity gap becomes large, the
industry enters a “monopolistic region” in which the follower does not invest due to a “discour-
agement effect”: the prospect of overtaking the leader in the future is too small relative to the
cost of investment. If the productivity gap becomes large enough, even the leader stops investing
in productivity enhancement as the perceived threat of being overtaken becomes too small. The
model includes a continuum of industries, all of which feature the dynamic game between the
leader and follower. The state variable of each market is random and is governed by the stochastic
process induced by investment decisions. The model shows that aggregate productivity growth,

in a steady-state, declines as the fraction of markets that are in the monopolistic region increases.

The key comparative static explored by the model is the effect of a lower interest rate on aggre-
gate productivity growth. In any given industry, a decline in the interest rate has a traditional effect
of inducing both the leader and the follower to increase investment in productivity enhancement.
However, the investment response to a lower interest rate is stronger for the leader relative to
the follower. Intuitively, both leaders and followers invest in order to raise productivity, thereby
acquiring market power and achieving higher payoffs in the future. The leader is closer to high-
payoff states than the follower is; hence, not only is the leader’s incentive to invest stronger than
that of the follower, but so is the leader’s marginal gain in incentive to invest following a decline in
the interest rate. A lower interest rate induces firms to be more patient, and more patience leads to
a stronger investment response only if the firm can ultimately achieve the high payoffs associated

with market leadership. Such high payoffs are more achievable for the leader.

The stronger investment response of the leader to a lower interest rate leads to a strategic effect
of a decline in the interest rate. In particular, the steady-state average productivity gap between
the leader and the follower increases when the interest rate falls due to the unequal investment
responses. The increase in the average productivity gap in turn discourages the follower from
investing. Due to the strategic effect, the expected time that an industry spends in the monopolistic

region increases when the interest rate falls.

The key theoretical result of the model is that as the interest rate declines to zero, the strategic

effect dominates the traditional effect; as a result, a given industry spends almost all of the time in



the monopolistic region at a low enough interest rate. This implies that as the interest rate declines,
the fraction of industries in the monopolistic region of the state space expands and aggregate

productivity growth falls.

This induces an inverted-U shaped supply-side relationship between economic growth and
the interest rate. Starting from a high level of the interest rate, growth increases as the interest
rate declines because the traditional effect dominates the strategic effect. However, as the interest
rate declines further, the endogenous investment response of the leader and follower causes the
strategic effect to dominate, and economic growth begins to fall. The key theoretical result shows
that this positive relationship between the interest rate and economic growth must happen before

the interest rate hits zero.

An empirical test of the model focuses on the relationship between interest rates and industry
concentration. Such a relationship is difficult to estimate given that industry concentration moves
slowly in practice. However, the empirical analysis presented here takes advantage of the fact
that stock prices are forward-looking and incorporate expectations regarding changes in industry
concentration in response to interest rate shocks. Using CRSP-Compustat merged data from 1980
onward, we analyze the performance of a portfolio that goes long industry leaders and shorts
industry followers in response to changes in the ten year Treasury rate. We call this the “leader”

portfolio.

The model predicts that the leader portfolio earns excess returns in response to a decline in
interest rates, and these excess returns become larger as the level of interest rates approaches
zero. This cross-derivative is a prediction of the model that is reasonably distinct, and therefore
offers a strong test of the model mechanism. The data reveal exactly the pattern predicted by the
model: the leader portfolio exhibits higher returns in response to a decline in interest rates, and
this response becomes stronger at a lower initial level of interest rates. The estimated effect is large

in magnitude and robust to a number of tests.

The model is also useful in explaining a number of important macroeconomic trends in a sin-
gle coherent framework. For example, the decline in the ten year interest rate globally has been

associated with a rise in industry concentration, higher markups and corporate profit share, and



a decline in business dynamism. These facts are well-documented in the literature.> The model
is also consistent with the fact that market concentration increased initially as interest rates be-
gan to decline, but productivity growth slowed down later in time when long-term interest rates

approached zero.?

The model also explains cross-sectional patterns in the productivity slowdown found in the
literature. In the model, the slowdown in productivity growth is associated with a larger aver-
age productivity gap between the industry leader and followers. Using firm-level data from the
OECD, Berlingieri and Criscuolo (2017) and Andrews et al. (2016) show that the productivity gap
between the 90th versus 10th percentile firms within industries has been increasing since 2000.
Moreover, the productivity gap between leaders and followers has risen most in industries where

productivity growth has slowed down the most.*

7

The model provides an alternative explanation for “secular stagnation,” or the observation
that growth has slowed down as long-term rates have fallen toward zero. Current explanations
of secular stagnation (e.g., Summers (2014)) focus almost exclusively on the demand side; in these
explanations, frictions such as the zero lower bound on nominal interest rates or nominal rigidity
generate a long and persistent slowdown in growth.” In the framework presented here, the initial
decline in the interest rate may come from weakness on the demand side. However, the key point
of departure is the insight that if the interest rate falls to a low enough level, then the rise in market
competition may itself result in a constraining force on growth. In such a framework, one does

not need to rely on financial frictions, a liquidity trap, nominal rigidities, or a zero lower bound to

explain the persistent growth slowdown.

There has been work in the past that links interest rates to the level of productivity (e.g. Ca-

ballero, Hoshi and Kashyap (2008); and Gopinath, Kalemli-Ozcan, Karabarbounis and Villegas-

2See De Loecker and Eeckhout (2017), Barkai (2018), Autor, Dorn, Katz, Patterson and Van Reenen (2017), Gutiérrez
and Philippon (2016, 2017), Grullon, Larkin and Michaely (2016), Davis and Haltiwanger (2014), Decker, Haltiwanger,
Jarmin and Miranda (2016), Haltiwanger (2015), Hathaway and Litan (2015), and Andrews, Criscuolo and Gal (2016).

3The productivity growth slowdown started in 2005, well before the Great Recession, which suggests that structural
as opposed to cyclical factors are behind the decline. This is consistent with the model presented here.

4Relatedly Gutiérrez and Philippon (2016, 2017) and Lee, Shin and Stulz (2016) show sharp decline of investment
relative to operating surplus and that the investment gap is especially pronounced in concentrated industries. Further-
more, Cette, Fernald and Mojon (2016) show in two-variable VAR that a negative shock to long-term interest rates leads
to a decline in productivity growth, which is consistent with our framework.

5Gee e.g., Krugman (1998), Eggertsson and Krugman (2012), Guerrieri and Lorenzoni (2017), Benigno and Fornaro
(n.d.) and Eggertsson, Mehrotra and Robbins (2017).



Sanchez (2017)). This paper differs in its explicit modeling of the supply-side to investigate the

relationship between interest rates and the growth rate of productivity.

This study also contributes to the endogenous growth literature. The framework on compe-
tition within an industry differs from the seminal work of Aghion et al. (2001) in that catch-up
innovation by the follower happens step-by-step. The follower cannot leap-frog the leader in-
stantly. This is a key assumption of the model, and it helps to explain many of the model’s novel
predictions relative to the existing literature. While leap-frogging does happen at times, especially
during episodes of large technological disruptions, the model is closer to a more typical process

of innovation which is gradual.

The derivation of our central theoretical result—that as the interest rate converges to zero, ag-
gregate innovation must decline because the average distance between the leader and follower
diverges—provides a technical contribution to the literature on dynamic patent races. Models of
dynamic competition as stochastic games are notoriously difficult to analyze, and even seminal
contributions in the literature either rely on numerical methods or impose significant restrictions
on the state space to keep the analysis tractable. By deriving first-order approximations of the
recursive value functions when the discount rate is small, we are able to provide sharp, analytical
characterizations of the asymptotic equilibrium in the limiting case when discounting tends to
zero, even as the ergodic subset of the state space becomes infinitely large. The techniques should
be applicable to other stochastic games of strategic interactions with a large state space and low

discounting.

2 Supply-side model with investment and strategic competition

2.1 Setup
Demand

The demand side of the model is intentionally simplistic. Time is continuous. There is a rep-

resentative consumer who, at each instance, chooses consumption Y (¢) and supplies labor L(t)



according to the within-period utility function U(t) = InY(t) — L(¢). The consumption good

aggregated from differentiated goods is:

1
InY(t) E/ Iny (t;v)dv,
0

where v is an index for markets, and y (¢;v) is aggregator of each duopoly market:

y(Ev) = [ (607 +p 07|

yi (£;v) is the quantity produced by firm i of market v.

We normalize the wage rate to one. Given the demand structure, the total revenue in each
market is also equal to one: P(#)Y(t) = p(t;v)y(t;v), where P(t) = exp (fol In p(t;v)dv) is the
1

aggregate price index and p (t;v) = [pl BV T+ pa (8 1/)17(7} " is the price index for market v.

Within-market competition

We now discuss the within-market dynamic game between duopolists. For expositional sim-

plicity, we drop the market index v and describe the game for a generic market.

Static block Over each time instance, the duopolists strategically compete in the product market.
Let z1 (f),z2 (t) € Z~( denote the productivity levels of the two market participants; the marginal
cost of a firm with productivity z is A™*. Let s (t) = |z1 (t) —z2 (t)| € Z>¢ be the state variable
that captures the productivity gap of the two firms. When s = 0, the two participants are said to

be neck-to-neck; when s > 0, one of the firm is a temporary leader (L) while the other is a follower
(F).

The two firms compete a la Bertrand, and firm profits can be written as implicit functions of
the state variable s (productivity gap). Let 7r; denote the profit of the leader in a market with

productivity gap s, and likewise let 77_; be the normalized profit of the follower in the market.®

pi”
o+l

6These profit functions 75 and 71_s can be written as 77 = and T_s = where p; is implicitly defined

1
opi T +17

by ps = A7 % These expressions are derived in Appendix A; also see Aghion et al. (2001) and Atkeson and



Conditioning on the state variable, 77; and 77_s no longer depend on the time index and have the
following properties.

Lemma 1. Follower’s flow profits rt_s are non-negative, weakly decreasing, and convex; leader’s and joint
profits 75, T_s are bounded, weakly increasing, and eventually concave in s (a sequence {as} is eventually

concave iff there exists 5 such that as is concave in s for all s > 3).

It can be easily verfied that lims_, 71— = 0 and lims_,. 7t; = 1 under the specified market
structure. Nevertheless, our theoretical results applies to any sequence of profits that satisfy the
technical properties in Lemma 1; hence, we let 77 = lim;_, 77s denote the limiting total profits in

each market as s — o0, and we derive our theory using the notation 7.

A higher productivity gap s is associated with higher joint profits and more unequal profits
between the leader and the follower. We interpret state s to be more competitive than state s’ if
s < s’ and more concentrated if s > s’. As an example of the market structure, the case of perfect
substitutes within market (¢ = o0) under Bertrand competition generates profit 77y = 1 — e~* for

leaders and 71— = 0 for followers (e.g., see Peters (2016)).

Dynamic block Each firm can invest in order to improve its productivity, which evolves in step-
increments. Investment #; € [0,7] in each state s is bounded by # and carries a marginal cost c.
Specifically, the firm can choose to pay a cost c#; in exchange for a Poisson rate 77, with which
the firm’s productivity improves by one.” Specifically, given investment decisions {#s,17_s} over

interval A at time ¢, state s transitions according to

s(t) +1 with probability A - #s

s(t+A) ={s(t)—1 with probability A - (x + 1)

s (t) otherwise.

Burstein (2008).

"The central results of the model are not dependent on the assumption that investment intensity is bounded with a
constant marginal cost . In a numerical example below, investment is modeled as unbounded with a convex cost. The
central results are similar. The bounded investment with a constant marginal cost allows for an analytical characteriza-
tion of the equilibrium as the interest rate approaches zero.



The technology diffusion parameter x is the exogenous Poisson rate that the follower catches up

by one step; it can also be seen as the rate of patent expiration.

In the model, firms are forward looking; they invest not only for gains in the flow profits in
higher states, but, more importantly, they invest in order to also enhance market positions, thereby
enabling them to reach for even higher profits in the future. For the follower, closing the produc-
tivity gap by one step enables him to further close the gap in the future and eventually catch
up with the leader. For the leader, widening the productivity gap brings higher profits, the op-
tion value to further increase the lead in the future, as well as the improved expected duration of

market leadership, because it would now take the follower additional steps to catch up.

Firms discount future payoffs at interest rate r. We take r to be exogenous for now. Section 2.7
endogenizes r by closing the model in general equilibrium. Each firm’s value v; (¢) in state s at
time t can be expressed as the expected present-discount-value of future profits net of investment

costs:

vs (f) = E [/Oooe_”{n(t—kr)—c(t—l—r)}‘s :

We look for a stationary symmetric Markov-perfect equilibrium such that the value functions and
investment decisions depend on the state but not the time index. The HJB equations for firms in

state s > 1 are

rvs = T+ (K+7-s) (vs—1 —0s) + rrel[%x] {0,775 (V541 —vs — )} 1)
ns<lUn

ro_s = T_s+1Hs (U—(s+1) — v_s> +x (U—(s—1) — v_s> (2)

+ msrré%fﬂ] {O, N—s (v_(s_l) — U5 — c> } . (3)

In state zero, the H]JB equation for either market participants is

rvg = 119+ 1o (v—_1 — v9) + max {0,770 (v1 —vo—¢)}.
10€[0,17]

Definition 1. (Equilibrium) Given interest rate r, a symmetric Markov-perfect equilibrium is a



collection of value functions and investment decisions {7, 17—s, vs, v_s}:o:O that satisfy the infinite
collection of equations in (1) and (3). The collection of flow profits {7, 71_5};”:0 are generated by

strategic competition in the static block.

The key assumption embodied in the investment technology is that catching up is a gradual
process: the productivity gap has to be closed step-by-step, and the follower cannot “leapfrog”
the leader by overtaking leadership with one successful innovation. This assumption plays an
important role in the results and is the key difference between the model presented here and the
setup in Aghion et al. (2001). On the other hand, that « is a state-independent constant is not a

crucial assumption for the model presented here, as we discuss in Section 2.6.

Aggregation: Steady-state and productivity growth

In each market, firms engage in both static competition—by maximizing flow profits, taking
the productivity gap as given—and dynamic competition—by strategically choosing investment
in order to raise their own productivity and maximize the present discounted value of future
payoffs. The state variable in each market follows a stochastic Markov process with transition rates
governed by the investment decisions {7, 7—s } .., of market participants. We define a steady-state
equilibrium as one in which the distribution of productivity gaps in the entire economy, {us}o,
is time invariant. The steady-state distribution of productivity gap must satisfy the property that,
over each time instance, the density of markets leaving and entering each state must be equal.

This implies the following equations:
2ponfo = (-1 +x) i, @)

;,[5175 = (177(54’1) —|— K) l’lS—I—l fOI‘ all S > O, (5)

(the number “2” on the left-hand-side of the first equation reflects the fact that a market leaves
state zero if either participant makes a successful innovation).
Definition 2. (Steady-State) Given equilibrium investment {7, 17_5}2020, a steady-state is the dis-

tribution {ps}o ; (L ps = 1) over state space that satisfies equations (4) and (5).

10



The aggregate productivity is defined as the total cost of production relative to total value of
output; since the wage rate is normalized to one, productivity can be measured as the inverse
of the aggregate price index. The aggregate productivity growth rate at time ¢, defined as ¢ =
—dIn P(t)/dt, therefore measures the productivity growth rate of each market—aggregated from
firm-level investment decisions—weighted by the distribution over the market structure.

Lemma 2. In a steady state, the aggregate productivity growth rate is

g=InA <Z Ustls + VO’?O) .
s=0

The lemma shows that aggregate growth can be simplified as a weighted average of the pro-

ductivity growth of market leaders (recall A is the proportional productivity increment for each

successful investment). This result is a direct consequence of the fact that, in a steady-state, the

growth rate of the productivity leaders is, on average, the same as that of followers.

2.2 Analysis of the equilibrium and steady state

We first analyze the equilibrium structure of the two-firm dynamic game in a generic market,
again dropping the market index v. We then aggregate market equilibrium to the economy and

study aggregate comparative statics with respect to the interest rate r.

Equilibrium in each market

We impose the following regularity conditions.
Assumption 1. 1. The upper bound of investment, 1, is sufficiently high: 1 > x and 2cy > . 2.

7T — 7Ty > CK > 7o) — TT_1.

The first assumption ensures that firms can scale up investment #; to a sufficiently large amount
if they choose to. The condition (17 > x) means that, if the follower does not invest and the leader
invests as much as possible, then the productivity gap tends to widen on average. The condition
(2cy > m) means that if both firms choose to invest as much as possible, the total flow payoff

(715 + m_s — 2c7) is negative in any state.

11



The second parametric assumption rules out a trivial equilibrium in which firms do not invest
even when they are state zero, generating a degenerate steady-state distribution with zero growth.
When this assumption holds, there are always some firms who invest in a steady state, meaning
market structure is always temporary and evolves stochastically as a result of the investment
decisions. Leaders invest in order to stay ahead, whereas followers invest in order to close the

productivity gap and eventually catch up and then become leaders themselves.

Because investment costs are linear in investment intensities, firms generically invest at either
the upper or lower bound in any state. Investment effectively becomes a binary decision, and any
interior investment decisions can be interpreted as firms playing mixed strategies. For exposition
purposes, we focus on pure-strategy equilibria in which s € {0, 7}, but all of our results hold in

mixed-strategy equilibria as well.

Let n + 1 be the first state in which the market leader chooses not to invest, n+1 = min {s|y; < 17};
likewise, let k + 1 be the first state in which the market follower chooses not to invest, k +1 =
min {s|y_s < 11}.

Lemma 3. The leader invests in more states than the follower, n > k. Moreover, the follower does not

invest in statess = k+2,...,n + 1.

The lemma establishes that in any equilibrium, the leader must maintain investments in more
states than the follower does, a structure we refer to as leader dominance. To understand this, note
that the productivity gap closes at a slow rate « if the follower does not invest in the state and at a
faster rate 1 + « if the follower does. Firms are motivated to invest because of the high future flow
payoffs after consecutive successful investments. The leader is motivated to invest in all states
s < nin order to reach state n + 1, so that he can enjoy the flow payoff 77,1 without having to pay
the investment costs in the state. The state (1 + 1) is especially attractive if the follower does not
invest in that state, because the leader can enjoy the payoff for a longer expected duration before

the state stochastically transitions down to #, after which he has to incur investment cost again.

The follower, on the other hand, is also motivated by future payoffs. He incurs investment
costs in exchange for the possibility of closing the gap and catching up with the leader, and for the

possibility of eventually becoming the leader himself in the future so that he can enjoy the high

12



flow payoffs. In other words, investment decisions for both forward-looking firms are motivated
by high flow profits in the high states, and the incentive to reach these states is stronger for the

leader because the leader is closer to those high-payoff states.

Another way to describe the intuition is to consider the contradiction brought by n < k. Sup-
pose the leader stops investing before the follower does. In this case, the high flow payoff 7,1
is transient for the leader and market leadership is fleeting because of the high rate of downward
state transition; this implies that the value for being a leader in state n + 1 is low. However, be-
cause firms are forward-looking and their value functions depend on future payoffs, the low value
in state n + 1 “trickles down” to affect value functions in all states, meaning the incentive for the
follower to invest—motivated by the dynamic prospect of eventually becoming the leader in state
n + 1—is low. This generates a contradiction to the presumption that follower invests more than

the leader does.

Under the lemma, the structure of an equilibrium can be represented by the following diagram.
States are represented by circles, going from state 0 on the very left and state (1 + 1) on the very
right. The coloring of a circle represents investment decisions: states in which the firm invests are
represented by dark circles, while white ones represent those in which the firm does not invest.
The top row represents the leader’s investment decisions while the bottom row represents the

follower’s investment decisions.

Leader invests in the first 7} states
-~ — S
— iy U

Follower invests in the first ]{j states

In the diagram, investment decisions are monotone for both firms: starting from state zero,
they invest in consecutive states before reaching the respective cutoff state, k and 7, and then cease
investment from there on. This is a manifestation of two effects. First, when the follower is too

far behind, the firm value is low and the marginal value of catching up by one step is not worth

13



the investment cost. This is also known as the “discouragement effect” in the dynamic contest
literature (Konrad (2012)). Second, the leader’s strategy is monotone due to a “lazy monopolist”
effect: when the leader is far ahead of the follower, he ceases investment because the marginal

gain in value brought by advancing market position is no longer worth the investment cost.

Theoretically, because {7t} are not necessarily concave, investment decisions are not necessar-
ily monotone in the state, and firms might resume investment after state n + 1. However, we focus
on monotone equilibria in the paper for two important reasons. First, given that market leaders do
not invest in state n + 1, the steady-state distribution of market structure never exceeds n + 1, and
investment decisions beyond state n + 1 are irrelevant for characterizing the steady-state equilib-
rium. Second and most importantly, all equilibria follow the monotone structure when interest
rate r is small, and our main result concerns the comparative statics of the economy as we take the

interest rate r close to zero.

Analysis of the steady-state

The fact that the leader invests in more states than the follower enables us to partition the set
of non-neck-to-neck states s = 1,...,7n 4 1 into two regions: one in which the follower invests
(s =1,...,k) and the other in which the follower does not (s = k+1,...,n 4+ 1). In the first region,
the state transitions up with Poisson rate # and transitions down with rate (1 4 «). In expectation,
the state s decreases over time in this region, and the market structure tends to move towards
being more competitive. For this reason, we refer to this as the competitive region. Note that this
label is not a reflection of the static profits, which can be very high for leaders in this region.
Instead, the label reflects the fact that joint profits tend to decrease dynamically. In the second
region, the downward transition happens at a lower rate (x), and the market structure tends stay

monopolistic and concentrated. We refer to this as the monopolistic region.

14



Transition up at rate 7)

I

-

Competitive region , Monopolistic region
Transition down at rate 7) + K, Transition down at rate K

The aggregate productivity growth rate in the economy is a weighted average of the produc-
tivity growth in each market; hence, aggregate growth depends on both the investment decisions
in each market structure as well as the distribution of market structure, which in turn is a function
of the investment decisions. The following lemma shows that the aggregate growth rate can be
characterized by the fraction of markets in each region.

Lemma 4. In a steady-state induced by investment cut-off states (n, k), the aggregate productivity growth

rate is
g=InA (s (+x)+pMx),

where u€ = Y*_, u is the fraction of markets in the competitive region and ™ = yol 1 Ms 1S the fraction

of markets in the monopolistic region.

The lemma shows that steady-state growth is increasing in the fraction of markets in the com-
petitive region and decreasing in the fraction of markets in the monopolistic region. In the compet-
itive region, all firms invest. Consequently, productivity improvements are rapid, state transition
rate is high, dynamic competition is fierce, leadership is contentious, and market power tends to
decrease over time. On the other hand, only the leader is investing in the monopolistic region,

and the rate of state transition and productivity growth is low.

The steady-state growth rate is increasing in k decreasing in (n — k). Higher k implies that
the follower invests in more states, thereby raising the steady-state fraction of markets in the
competitive region; by contrast, higher (n — k) expands the monopolistic region and reduces the

fraction of markets in the competitive region, thereby reducing aggregate productivity growth.

15



The last result of this section provides a lower bound of steady-state growth rate.
Lemma 5. If followers invest at all (k > 1), then the steady-state aggregate productivity growth is bounded

below by In A - x, the step-size of productivity increments times the rate of technology diffusion.

2.3 Comparative statics: r — 0

Our key theoretical results concern the limiting behavior of aggregate steady-state variables as
the interest rate declines toward zero. Conventional intuition suggests that, ceteris paribus, when
firms discount future profits at a lower rate, the incentive to invest should increase because the
cost of investment is lower relative to future benefits. This intuition holds in our model, and we
formalize it into the following lemma.

Lemma 6. lim, ok = lim,_,o (n — k) = oo.

The result suggests that, as the interest rate declines toward zero, firms in all states tend to raise
investment. In the limit, as firms become arbitrarily patient, they sustain investment even when

arbitrarily far behind or ahead: followers are less easily discouraged, and leaders are less lazy.

However, the fact that firms raise investment in all states does not translate into high aggregate
investment and growth. These aggregate economic variables are averages of the investment and
growth rate in each market, weighted by the steady-state distribution of market structure. A
decline in the interest rate not only affects state-dependent investment decisions but also shifts
the steady-state distribution of market structures. As Lemma 4 shows, a decline in the interest
rate can boost aggregate productivity growth if and only if it expands the fraction of markets in
the competitive region; conversely, if more markets are in the monopolistic region—for instance if

n increases at a “faster” rate than k—aggregate productivity growth rate could slow down.

Our main result establishes that, as r — 0, a slow down in aggregate productivity growth is
inevitable and is accompanied by a decline in investment and a rise in market power.

Proposition 1. Asr — 0,

1. The fraction of markets in the competitive region vanishes, and the monopoly region becomes absorb-
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ing:

lim u© = 0; lim M = 1.
r—0 r—0

. The productivity gap between leaders and followers diverges:

hmZyss = o0.

r%O

. Aggregate investment to GDP declines:

lim] =limc- Zys s +1—s) = ck.

r—0 r—0
. Aggregate productivity growth slows down:

limg=x-InA.
r—0

. Industry leaders take over the whole market, with high profit shares and markups:

lim Z ys 1,

raO psys

where psy; is the total revenue of market s.

. Market dynamism declines, and leadership becomes permanently persistent:

lim E M;ps = oo,

r—0

where M; is the expected duration before a leader in state s reaches state zero.

. Relative market valuation of leaders and followers diverges:

Yero HsUs

Iim = —/" " =0
r—0 ZS 0 ]/lsv_

The proposition states that, as » — 0, all markets are in the monopolistic region in a steady-
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state, and leaders almost surely stay permanently as leaders. Followers cease to invest, and leaders
invest only to counteract the exogenous technology diffusion. As a result, aggregate investment
and productivity growth decline and converge to their respective lower bounds governed by the
parameter k. This implies an inverted-U relationship between growth and the interest rate, as
depicted in the figure below. At very high rates, few firms invest in any market structure, and
aggregate productivity growth is low; at very low rates, most markets are in the monopolistic
region, in which only leaders invest, and aggregate productivity is again low. The rise in mar-
ket power also generates other implications: a rising leader-follower productivity gap, diverging

relative market valuation of leaders, and a rising profit share of the leader.

Steady-state growth rate: inverted-U

Aggregate investment
and
productivity growth

interest rate

To understand this result, it is useful to first demonstrate the firm value functions, as shown in
the figure below. The solid black curve represents the value function of the leader, whereas the
dotted black curve represents the value function of the follower. The two dashed and gray vertical

lines represent k and #, the last states in which the follower and the leader invest, respectively.

Following Lemma 2, both k and (n — k) diverge to infinity as r — 0: the follower invests in
many states, and the leader invests in many additional states. Hence, the fraction of markets in
the monopolistic region converges to one if and only if (n — k) asymptotically dominates k, i.e.,
the leader raises investment at a “faster rate” than the follower does, as r — 0. Intuitively, as the
tigure demonstrates, the value of leaders in the competitive region is small relative to the value in

state n + 1. Therefore, holding k constant, a patient leader must sustain investment in sufficiently
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Value functions

—Leaders (v;)
------ Followers (v_,)

value functions

State

many states (n — k) beyond state k such that, in the state (1 + 1) that he chooses not to invest, the
expected duration of staying in the monopolistic region is sufficient long. As a leader becomes
infinitely patient, even the distant threat of losing monopoly power is perceived to be imminent;
consequently, leaders scale back investment only if they expect to never leave the monopolistic

region.

The formal proof requires characterizing the asymptotic behavior of economic variables and is
relegated to the appendix. In what follows, we provide the intuition for this result, which closely
follows the proof, in four steps. Each step aims to explain a specific feature in the shape of value
functions. We use x — y to denote lim,_,o x = y. Note that the maximum flow profit a firm can
earn is 1, which is the profit earned by a monopolist who charges infinite markup; hence rv; <1

for all s.

First, the leader’s value in state n + 1 must be asymptotically large; formally, v, 1 is bounded
away from zero (and v,+; — ©0). This is because the leader stops investment in state n + 1 if and

only if the marginal investment cost is higher than the change in value function, implying

Tln+2 — "Un+1 ©)

C 2 Upt2 — Upy1 =
n+ n—+ 7’+K ’
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T2 +K0, 41 )

where the last inequality follows from solving the HJB equation (1) for state n +2 (v, = o

This in turn generates a lower bound for rv,,1:

r0p41 > Ty — c(r + k) — 71— ck.

Second, the value of follower in state k + 1 must be very small even as r — 0; formally,
v_(k+1) — constant. This is because even a patient follower finds the marginal change in value
function v_ — v_ (1) not worth the investment cost, despite knowing that, if he gives up, the
market structure tends to move in the leader’s favor indefinitely, as the leader will continue to
invest in many states beyond k + 1. As (n — k) grows large, v_y — v_(jq) is small if and only if

v_y is low.

Third, the value of being in the neck-to-neck state must be small (rvg — 0). To see this, consider
the total value of both firms in state 0, which can be written as a weighted average of joint flow

payoffs across all states:

200 = ) Ago (7'(5 s _C(%JF”S)) ;Y Ag=1.
§= s=0

0 r

The term (”#ﬂ‘s_f (’75+’7‘5)) represents the “permanent value” of state s, i.e., the present-discount
value of joint flow payoffs if the market stays in state s permanently. The joint value in state 0
can be written as a weighted average of the permanent values across all states; the weight Ay can

be interpreted as the present-discounted fraction of time that the market is going to be in state s,

given that the current state is zero.

This re-formulation demonstrates that, as k — oo, the market in state zero could expect to spend
a significant fraction of time in the competitive region (states s = 1,...,k), in which both firms
invest as much as possible and the joint flow payoff is negative (7t + 715 < 2cyy under Assumption
1). In an equilibrium, k must diverge at a rate exactly consistent with an asymptotically small vy
(rvgp — 0). Because firms are forward-looking, an asymptotically large vy can only be consistent
with a slowly rising k as r — 0, but this in turn implies that v_; must be large which contradicts

the earlier statement ro_, — 0. Conversely, the fact that vp must be non-negative (as firms can
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always guarantee at least zero payoff over every instance) imposes an upper bound on the rate at

which k diverges.

Last and most importantly, asymptotically small vy and large v,,1 implies that the increase in

leader’s value as the state goes from (k + 1) to (n + 1) must be asymptotically large:
im(rv,41 — rvg41) > 0.
r—0

Starting from state k + 1, the leader keeps investing in additional states to consolidate market
power. The firm value increases in the state, and the leader stops only when the value function is
sufficiently high, as characterized by (6). The fact that the gain in value (rv,41 — rvi1) is asymp-
totically large implies that, as a leader becomes infinitely patient, he must invest in sufficiently
many states beyond k so that the chance diminishes of falling back into the competitive region,

thereby causing the monopolistic region to become endogenously absorbing.

2.4 A numerical illustration

To demonstrate the model mechanics for how aggregate productivity growth slows down as
the interest rate declines, we turn to a numerical illustration, parameterizing the investment deci-
sion as unbounded with convex marginal costs c(7) = #/2. We adopt this conduct this exercise
for two reasons. First, the numerical model demonstrates that the key results in Proposition 1
survive beyond the bounded and constant-marginal-cost specification. Second, under this formu-
lation, changes in investment intensity are smoothed out across states, thereby getting around the
discreteness in many of the figures we show below. The HJB equations of the numerical model
follow

ros = max 71, — 17 /24 (k+1-5) (vs-1 = vs) + 17 (Vs 11 — 05)
n=z

rv_g = r71712513< T —1n2/2+ (x+1) (v_(s_l) — v_s> + 75 (v_(s+1) — v_s>

rog = Max 7Ty — n2/2 410 (v_1 —vo) + 17 (v1 — Vo) .
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We now provide demonstrations of the investment function {7}, the steady-state distribution
{#s}, and value functions as well as how these functions change in response to lower interest
rates. We also provide numerical illustrations of how steady-state levels of productivity growth
vary with interest rates. In generating these numerical plots, we parametrize the within-market

demand aggregator using ¢ = oo, the case in which two firms produce perfect substitutes.

Figures 1 through 3 illustrate the main outcomes of the model. The top panel in Figure 1 shows
the investment functions of the leader and follower across states for a high interest rate. The
tigure illustrates the leader dominance of Lemma 3; the leader invests more in all states beyond
the neck-to-neck state. The dotted lines show the investment functions of the leader and follower
for a lower interest rate. Both the leader and follower invest more in all states when the interest

rate is lower, which represents the traditional effect of lower interest rates on investment.

However, as the bottom panel demonstrates, the leader’s investment response to a lower inter-
est rate is stronger than the follower’s response for all states. The stronger response of the leader’s
investment to lower interest rates is the driving force behind the strategic effect through which

lower interest rates boost market concentration.

The top panel of Figure 2 shows that, following a decline in r, the steady-state distribution of

market structure shifts to the right, and aggregate market power increases.

Why does the leader’s investment respond more to a lower interest rate? The bottom panel of
Figure 2 shows the leader’s and follower’s value functions before and after a decline in the interest
rate. The change in the leader’s value is larger than the change in the follower’s value; this is the
key driver behind the leader’s stronger investment response following a drop in r. Finally, Figure
3 numerically verifies the central result of the Proposition above. For a low enough interest rate, a
further decline in the interest rate leads to lower growth. Figure 3 also verifies that ¢ — x - In A in

the numerical exercise with variable investment intensity.

2.5 Transitional dynamics: productivity and market power

The analysis above illustrates that, starting from a high level of the interest rate, a declining in-

terest rate is at first expansionary—measured by steady-state growth—and only becomes contrac-
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tionary when r falls sufficiently low; yet, steady-state market power tends to rise when r declines

at any level.

Something parallel is true for transitional dynamics after an unanticipated, permanent change
in interest rates, though for different reasons. Starting from a steady-state, a decline in the interest
rate which firms expect to be permanent immediately moves market participants to a new equi-
librium, featuring higher investments given any market structure. The equilibrium distribution of

market power starts to rise, although it moves slowly, as depicted in the top panel of Figure 4.

Over time, as the distribution of market structures converges to the new steady-state and as
average market power increases, the equilibrium growth rate and investment eventually decline
to the new steady-state level. Whether productivity growth is higher or lower in the new steady-
state, relative to the initial one, depends on the level of the starting interest rate before the interest
rate falls. If the starting interest rate is low (i.e. to the left of the peak in Figure 3), then the growth
rate would be lower in the new steady-state. Productivity growth along the transitional path in

such a case is depicted in the bottom panel of Figure 4.

2.6 State-dependent catch up

The no-leapfrogging assumption—that the follower has to catch up one step at a time no matter
how far behind—is crucial for our results and is a key distinction between our model and the
seminal work of Aghion et al. (2001). Intuitively, the leader invests in the monopolistic region for
two reasons: 1) to capture rising flow profits and 2) to escape dynamic competition. By getting
one step further ahead of the follower, the leader is able to secure his dynamic rents for longer
duration. When the discount rate is low, it is the “escaping competition” motive that dominates;
indeed, the results survive even if flow profits stay constant as a function of the state (77s = 7 for
all s > 0, t; = 0 otherwise). Conversely, if the follower can close an arbitrarily large number of
gaps with one successful innovation, such a prospect of leapfrogging kills the leader’s dynamic
incentive to get further ahead, leaving higher flow profits as the only reason for the leader to

invest. If flow profits do not increase with the state, the leader does not invest at all.

That being said, our key result—Proposition 1—does not depend crucially on the constancy of
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exogenous catch up rate x and the investment cost c. For instance, suppose investment costs and
exogenous catch-up rates are both state-dependent functions and are increasing and bounded,
with lim_,e ¢s = € and lim;_,« s = &. Proposition 1 remains to hold as long as the upper bounds
& and ¢ satisfy assumption 1. Intuitively, the proposition makes asymptotic predictions as r — 0,

and the state-to-state variations in xs and c¢s do not affect firms behavior when they are patient.

2.7 Closing the model in general equilibrium

The focus of this paper is on how competition and productivity growth is impacted by changes
in the interest rate. As such we have so far treated the interest rate as exogenous, and traced out
the implied supply-side relationship between competition and interest rate, or growth and interest

rate as shown in Figure 3.

It is relatively straightforward to close our model in general equilibrium by adding an Euler
equation from the demand-side, following Aghion et al. (2001) and Benigno and Fornaro (n.d.).
Doing so explicitly identifies where movement in interest rate might come from, i.e. shifts in the
demand curve, and solves for equilibrium interest rate and growth rate as well. Specifically, the

inter-temporal preferences

/ U(t) T e rtdt
0

generate an Euler equation g (t) = Y(t) = & (r (t) — p), which is an upward-sloping relationship
between aggregate growth rate ¢ and interest rate . Coupled with our supply-side, inverted-U
relationship between g and r, the two curves pin down the level of growth rate and interest rate on

a balanced growth path, along with a stationary distribution of productivity gaps across markets.

Interest rate shocks that we refer to in the main text can be simply seen as shocks to the con-
sumer discount rate p (as in Krugman (1998)). An issue with this interpretation is that the interest
rate is bounded below by the discount rate p, and any positive growth rate is incompatible with
the interest rate being close to zero even as p — 0. This issue is an artifact of the demand-side being
frictionless; any incomplete markets and idiosyncratic risk would generate additional terms in the
Euler equation that push down the real interest rate for any level of the growth rate. For instance,

Benigno and Fornaro (n.d.) use idiosyncratic, uninsurable unemployment risk to microfound the
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following Euler equation

g(t)=5(r(t) —p+b).

|~

The term b > 0 measures the severity of the unemployment risk under their specific microfounda-
tion model, but it can be more broadly seen as a catch-all term for any shock on the demand side
that pushes consumers towards saving more and consuming less, including changes in prefer-
ences, tightened borrowing constraints (e.g. Eggertsson and Krugman (2012)), or structural shifts

such as an aging population and rising inequality (e.g. Summers (2014)).

The figure below shows the demand-side Euler equation as an upward sloping line. An inward
shift in the demand curve lowers the interest rate and increases concentration. If the prevailing
interest rates are low, i.e. economy is in the upward sloping region of the supply curve, then a fall

in interest rate is also contractionary as productivity growth slows.

Supply and demand relationships in growth models

growth rate

interest rate

Hence, the model presents an alternative interpretation of “secular stagnation.” As in tradi-
tional secular stagnation explanations, an initial inward shift in the demand curve can lower equi-
librium interest rates to very low levels. However, “stagnation” is not due to monetary constraints
such as the zero lower bound or nominal rigidities. Instead, a large fall in interest rates can make
the economy more monopolistic for reasons laid out in the model, thereby lowering innovation

and productivity growth.
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3 Testing model predictions

This section examines whether the supply-side mechanism that links lower interest rates with
increased concentration and market power is empirically relevant. It first shows that the model
generates specific predictions on how the relative market values of leaders versus followers in an
industry respond to a reduction in interest rates. It then tests these predictions using data from

publicly listed firms in the United States.

3.1 Interest rate shocks: asymmetric effects on firm value

How does a fall in the interest rate affect the valuation of the industry leader versus follower
in the model? A decline in r lowers the discount rate of future cash flows, raising market values
of all firms. The focus of the empirical analysis below is on the relative valuation effects of a
decline in the interest rate. Intuitively, the effect of a lower interest rate on firm value is especially
pronounced for leaders relative to followers near the right tail of the monopolistic region where
the gap between the leader and follower is large. In this region, the leader is expected to enjoy

long periods of high rents while facing almost no threat of catch-up by the follower.

By contrast, the relative valuation gain for the leader over the follower is muted toward the
left end of the monopolistic region and could even be a relative loss in the competitive region.
Over these states, the follower’s investment is especially responsive to a decline in the interest
rate, which poses a significant threat to the leader of losing future rents in the new equilibrium.
The figure below shows the effect of a decline in the interest rate on the valuation of the leader
relative to the follower as a function of the state variable. More specifically, it plots z—é / z,—:: where

v, indicates the value function in state s after a decline in 7.

Now consider aggregating the asymmetric response to the entire economy. Suppose a decline

in the interest rate happens to a steady-state economy at time ty, and let

_ Yorops () vs (1) 7 XeZops (0) vs (0)
X oms (B s (1) 2o ps (0) v—s (0)

X ()
track the over-time proportional changes in the fofal market valuation of all leaders relative to all
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Proportional change in v,/v_, following a decline in 7

State

followers, as compared to the relative valuation in the pre-shock steady-state.

X (t) is equal to one before (. Following a decline in interest rate at to, market valuation changes
immediately, resulting in a discrete jump in x (tp), the magnitude of which is an average of the
on-impact valuation response in each individual state, weighted by the distribution over market
structure in the initial steady-state. If the initial level of the interest rate is high, the steady-state
features significant mass of markets in the competitive region and small fractions of markets to-
ward the right-end of the monopolistic region. Consequently, the average leader in the economy
could experience losses in valuations relative to the average follower. In this case, x falls below
one at time fy, as it places small weights over the states in which the leader experiences large

valuation gains.

Alternatively, under low levels of initial r, a decline in r can significantly raise x (o) above one
because there are large fractions of markets with high monopoly power, and leaders in these states
experience relatively large gains. When r is close to zero, the jump in x must be above one. To
demonstrate these intuitions, the figure below plots the time path of x (-) following a sudden and

permanent decline in 7, starting from three different levels of initial interest rates.

Note that, over any time interval [t, f + A, market structure is ergodic and the identity of the
market leader does not necessarily stay constant as time passes. This is why at a very high interest
rate, the relative valuation of the leader actually declines with a fall in the interest rate. Neverthe-

less, when the interest rate initially declines, leaders at time t; — € tend to remain leaders at time
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Realtive changes in total market value of leaders over time
following a small decline in interest rate
—starting from low r
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time

to + € for small enough € > 0. As a result, the on-impact asymmetric response in market valu-
ations enables us to perfom an empirical test of the model mechanism through sudden changes
in stock market returns. That is, starting from a moderate level of the interest rate and following
an unexpected further decline in 7, market leaders should experience significant excess returns
relative to market followers. Furthermore, the excess return for a leader versus a follower when
the interest rate falls should be higher when the initial level of the interest rate is lower. This last
prediction is the strongest test of the model’s dynamics. The next subsection implements a triple

difference-in-differences specification to test this key prediction.

3.2 Empirical results

The data set for the analysis is the CRSP-Compustat merged data set from 1980 onward, which
is used to compute excess returns for industry leaders versus followers in response to an interest
rate shock. The 10-year treasury yield is used as the default measure of the long-run interest rate,
and robustness tests using alternative duration of interest rate yields are also shown.® The 10-
year yield has the advantage that it has the longest available historical data at the long-end of the
yield curve. The Fama-French classification of industries is used as the default, but we also show

robustness to industry definitions based on SIC codes.

8The nominal rate is used given the difficulty in measuring the real interest rate. Inflation expectations have been
well-anchored during the time period analyzed, and so the nominal yield is the appropriate measure to use given the
measurement error trade-off. Anchored inflation expectations since 1980 is the reason we focus on this time period.
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“Industry leaders” are defined using different approaches. The default leader definition is
based on size. Firms are classified as industry leaders if they are in the top 5 percent of firms in
the industry based on market value at the beginning of when excess returns are computed. The
results are robust to other classifications as well. Because the number of firms in an industry can
vary significantly, the top 5 firms in an industry are also defined as leaders instead of the top 5
percent. In some specifications, EBITDA and sales are used to sort firms instead of market value.

The results are robust to these alternative definitions.

The key empirical test implied by the model at the firm level can be written as,

Riji = aji+ BoDijt—1+ B1Diji—1 % Air + BaDijji1 % i1+ BaDjji1 % Dipxip1 + X jy + € jis
)

where R; ; is the dividend and split-adjusted stock return of firm i in industry j from date t — 91
days to t (i.e. one quarter growth), and D;;; 1 is an indicator variable equal to 1 if firm i is in
the top 5% of market capitalization in its industry j at date t — 91. Firms with D; ;; 1=1 are called
leaders while the rest are called followers. i; is the nominal 10-year Treasury yield, with i;_; being
the interest rate 91 days prior and Ai; being the change in the interest rate from date t — 91 to t.
The matrix X includes potential control variables such as firm leverage interacted with both the
level of the interest rate and the change in the interest rate. All regressions are value-weighted

and standard errors are dually clustered by industry and date. «;; are industry-date fixed effects.

The key coefficients of interest are f; and B3. A negative estimate of B; implies that a decline
in the interest rate leads to a larger increase in the stock return of industry leaders. A positive
estimate of B3 implies that this effect is stronger when the level of interest rates is lower. In other
words, a negative estimate of 81 and a positive estimate of B3 signify that industry leaders experi-
ence higher excess returns when interest rates fall, and this effect is amplified when interest rates

start from a low level. This is the key prediction of the model.

Table 1 shows the results of estimating (7) on our merged CRSP-Compustat data set from 1980
onwards. Only the relevant coefficients are displayed in the tables, but the actual regression in-

cludes all variables specified in the equation 7. Column (1) estimates equation (7) without inter-
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actions with the level of interest rate. The coefficient B is negative and significant; leaders earn

positive excess return when the interest rate falls.

Column (2) presents estimates from the full specification (7). The coefficient 3 is positive and
significant as predicted by the model. Excess returns for leaders are higher in response to a fall
in the interest rate when the level of the interest rate is lower. This is succinctly captured by 4
which reflects the increase in excess returns when interest rates fall near the zero lower bound (i.e.,
when i;_1 = 0). The excess return near the zero lower bound in column (2) (3.88) is three times the

average excess return of 1.19 in column (1).

One concern with these results is that the measure of industry leaders is spuriously correlated
with balance sheet factors that are more sensitive to interest rate movements. For example, per-
haps leaders are more levered and a fall in the interest rate helps lower the interest burden. To test
for this, and other related concerns, we include a number of firm level characteristics as controls
by including all the interaction of the firm level characteristic with the change in interest rate as
well as the level of the interest rate. We include the following firm-level characteristics, a firm’s
asset-liability ratio, debt-equity ratio, book-to-market ratio, and the percent of pre-tax income that
goes to taxes. The number of observations decreases because we have to limit the sample to Com-
pustat firms with the available data on firm financials. Column (3) shows that the inclusion of this

extensive list of firm-level controls does not change the coefficients of interest materially.

Column (4) controls for another potentially spurious firm-level attribute. What if industry
leaders are spuriously more cyclical? If a fall in the interest rate represents changing economic
expectations, industry leaders might generally be more responsive to changing market conditions
irrespective of the level of interest rate. To test for this possibility, the market beta of each firm
is estimated using the historical data as of t — 1 and then it is interacted with both the change in
the interest rate and the level of the interest rate in column (4). As before, the main coefficients
of interest are not materially affected. Table Al in the appendix also shows robustness of the
main findings to alternative definitions of industry leadership: top 5 instead of top 5 percent, SIC

instead of Fama French industries, and sorting on EBITDA and sales instead of market value.

Table 2 performs a time-series version of the excess return test implemented in Table 1. In
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particular, the results are based on the following specification,

Ry = & + Bois—1 + B1Air + PoAiy i1 + & (8)

where R; is the market-capitalization weighted average of returns for a stock portfolio that goes
long industry-leader stocks and goes short industry-follower stocks from date t — 91 to . We refer
to this portfolio as the “leader portfolio.” Given that observations have overlapping differences,
we compute standard errors using a Newey-West procedure with a maximum lag length of 60
days to account for built-in correlation. A negative estimate of coefficient f; would signify that a
decline in interest rates boosts the return on the leader portfolio, while a positive estimate of 3,
would signify that the positive response of the return on the leader portfolio to a decline in interest

rates is larger when the level of the interest rate is lower.

The estimates reported in columns (1) and (2) confirm earlier results. A decline in the interest
rate is associated with positive returns for the leader portfolio, and this positive return response
to a decline in the interest rate is larger in magnitude when the interest rate is lower. Column (3)
shows that the results are not driven by the excess market return of the HML factor.” Column
(4) shows that the results are driven by both positive and negative changes in interest rates. In
particular, the excess return results are materially unchanged whether only positive changes in

interest rates or only negative changes in interest rate are used.

There may be a concern that industry leaders tend to have a high price-to-earnings ratio and
that such growth firms benefit disproportionately from a decline in long-term interest rates be-
cause more of their earnings are in the future. We test for this concern by constructing a “PE port-
folio” that is long the top 5% of firms by PE in an industry and short the rest. However, including
the PE portfolio return does not change the coefficients of interest, and the leader-minus-follower

portfolio is itself negatively corrected with the PE portfolio.

The default specification constructs returns and interest rate changes at a quarterly frequency.
This reflects our view that this is the appropriate frequency because it captures interest rate move-

ments that are deemed more permanent. Figure 5 plots the histograms of interest rate changes

9We cannot control for the small minus big size factor because it is very highly correlated with the leader portfolio.
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in the sample, from daily to annual frequency. On average interest rates went down during this
time period. However, there is substantial variation with the change in the interest rate being pos-
itive on a high fraction of days. As already shown, the key findings are symmetric to whether the

change in the interest rate is positive or negative.

As one moves from daily to annual frequency, the range of interest rate changes increases. This
is another reason to focus on longer term differences; the market needs sufficient time to incorpo-
rate a large change in interest rates when forming expectations. Table A2 in the appendix repeats
the core specification for interest rate changes at frequencies ranging from daily to annual. For
reasons discussed above, the effect tends to be stronger when the interest rate change is computed

over longer horizons.

Another robustness test concerns the exact interest rate used in the specification. For example,
do the excess return results depend on whether the change in the interest rate is at the short versus
the long end of the yield curve? Statistically this is a somewhat hard test to perform because inter-
est rate movements along the yield curve tend to be highly correlated. Table A3 in the appendix
shows the correlation matrix of quarterly changes in forward rates of varying non-overlapping
durations. The correlations are generally quite high, leading to problems of collinearity in joint
testing. The lowest correlation is in the range of 0.7 to 0.75 between change in 0-2 forward rate

and longer term forward rates (e.g. 10-30).

Table 3 presents estimates of equation (8) using the forward rate of varying duration. The main
takeaway is that the results shown above are similar for interest rate changes throughout the yield
curve (columns (1) through (6)). When both the 0-2 and 10-30 forward rates are put in the spec-
ification together (columns (7) and (8)), both ends of the yield curve appear to be independently

important, with some evidence that the longer end of the yield curve is more important.

Figure 6 shows the key result in a more non-parametric fashion. The top panel plots the follow-
ing two variables against each other: (i) the rolling 2-year correlation of the interest rate change
(t — 91 days to t) and the industry leader minus follower excess returns over the same period,
and (ii) the 10-year treasury yield at t — 91. There is a strong positive correlation between the two

variables. As the level of the interest rate declines, the correlation measured on the y-axis becomes
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more negative. In other words, the excess return on the leader portfolio is higher in response to

an interest rate decline when the interest rate level is lower.

The bottom panel plots the coefficients {B,;} of the specification:

4 4
Ry = Z ﬁl,ij{4(j — 1) <=1i_1 <= 4]} + Z ﬁzl]'Dt{Llc(]‘ — 1) <= <= 4]}Alt + & (9)
=1 =1

R; is defined as the market-capitalization weighted average of returns for a stock portfolio that
goes long in leader stocks and goes short in follower stocks from date t — 91 to t. Di{4(j — 1) <=
i;_1 <= 4j} is defined as an indicator variable equal to 1 when the interest rate 91 days prior is
between 4(j — 1) and 4j for j = 1,2,3,4. Consistent with the top panel, the bottom panel shows
that response of excess returns to a decline in the interest rate monotonically increases as the level

of the interest rate declines.

Figure 7 plots the coefficients {;} of the following specification:
Ritj = aj+ PojAir + B1jAip1 + PojAiri 1 + & (10)

R;yj is defined as the market-capitalization weighted average of returns for a stock portfolio that
goes long in leader stocks and goes short in follower stocks from date t to t + j. Ai; is defined here
as the change in the interest rate from date f to t + 91. The coefficients B can be interpreted as
the effect of a change in interest rates from t — 91 to t on the returns of the leader portfolio from
time ¢ to time t + j when the level of interest rates at t — 1 is equal to zero. In other words, the
figure represents the impulse response function at a daily frequency of the leader portfolio return

to a change in interest rates.

As the figure shows, the effect of a change in interest rates starts quickly but the full effect is not
realized until about 90 days. Further, there is no evidence of reversal over the following quarter.

The increase in the value of the leader portfolio is persistent.
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3.3 Aggregate evidence

The previous section focused on firm-level predictions of the model in response to a decline
in interest rates. This section discusses how the model unifies a number of important aggregate

trends in a single coherent framework.

A central prediction of the model is that lower interest rates increase the share of industries
that are in the monopolistic region of the state space. As a result, lower interest rates should be
associated with a higher profit share, higher markups, and higher concentration. The left panel of
Figure 8 plots the profit share of GDP against the 10-year nominal U.S. Treasury rate and shows
that there is indeed a sharp rise in profit share as long-term interest rate moved towards zero. The
right panel plots the share of market value that goes to the top-5 firms within an industry against
the 10-year treasury rate. There is a clear trend toward an increase in market concentration as the

long-term rate declines.

The model also shows that as interest rates decline, “business dynamism,” defined as the like-
lihood of a follower overtaking the leader, declines. One proxy for firm dynamism uses establish-
ment entry and exit information for the United States from 1985 to 2014.1° Figure 9 shows that
lower interest rates are associated with both a decline in the entry and exit rates of establishments
in the United States. From the model’s perspective, this decline in business dynamism reflects
higher market power of industry leaders and the reduced incentives to enter new markets by

followers.

To the best of our knowledge, the model presented here is the first to predict that as interest
rates decline and move toward zero, the steady state average gap in productivity growth be-
tween leaders and followers widens. Using firm level productivity data from OECD countries,
Berlingieri and Criscuolo (2017) provide evidence in support of this prediction. The two panels of
Figure A1l summarize their findings. The left panel uses data from the OECD multi-prod data set
and shows that the gap between the labor productivity of market leaders and followers increases
as interest rates decline over the 2000s. Leaders are defined to be firms in the 90th percentile of the

labor productivity distribution for a given 2-digit industry, and followers are defined to be firms

10The establishment entry and exit rates time series for the United States comes from the US Census’ Business Dy-
namics Statistics database.
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in the 10th percentile. The gap between leaders and followers has been increasing steadily from

2000 to 2014 as long term interest rates have fallen.

The right panel extracts the year fixed effects from a country by industry level panel containing
this same gap. As it shows, there is a steady increase in the productivity gap between market lead-
ers and followers across countries and industries. A similar result is in Andrews et al. (2016), who
show a widening gap in labor productivity of frontier versus laggard firms in both manufacturing
and services for OECD firms. Andrews et al. (2016) also show cross-sectional evidence supporting
the predictions of the model. They show that industries in which the gap between leader and fol-
lower multi-factor productivity is rising the most are the same industries where sector-aggregate
multi-factor productivity is falling the most. As in the model, low interest rates lead to a large
gap between the leader and follower in productivity investment; as a result, total investment in

productivity of the industry falls.

Finally, the model shows that as interest rates approach zero, productivity growth also slows
down due to the accumulated rise in market concentration. This is also consistent with the growth
slowdown globally. The left panel of Figure 10 plots log total factor productivity for OECD coun-
tries and the 10-year nominal U.S. Treasury rate against time. As is well-known in the literature,
and apparent from the figure, there is a marked slowdown in productivity growth around 2005 -
well before the Great Recession. This suggests that there is a common global factor, not related to
the Great Recession, that may be responsible for the growth slowdown. The model suggests the
the very low level of long-term rates is a possible factor. The right panel plots the OECD average
productivity growth rate against the 10-year rate and shows the slowdown in productivity growth

as the interest rate approaches zero.!!

In summary, lower interest rates are associated with higher market concentration, a decline in
business dynamism, a widening of the gap between the productivity of leaders and followers, and

a slowdown in productivity growth. This is true both in the model and in the data.

11 Ag in the model, investment as a share of GDP has also declined with lower interest rates. In related papers,
Jones and Philippon (2016) show that increase in industry concentration is associated with lower firm investment and
Gutiérrez and Philippon (2016) show that investment is not correlated with market valuation and profitability after
2000s.
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4 Conclusion

The focus of this paper is on understanding how the supply-side of the economy responds to
a reduction in long-term interest rates driven by demand-side forces. The existing literature in
growth either assumes no supply-side response to declining interest rates, or a positive response
driven by an increased incentive to invest in the face of a higher discounted present value of future
profits. The point of departure from this literature lies in explicitly modeling competition within
an industry and analyzing how lower interest rates effect the nature of competition. The model
builds on the dynamic contests literature to show that in a fairly general set up and without relying
on any financial or other forms of frictions, the effect of lower interest rates on growth in a low

interest rate regime can be negative.

A reduction in long-term interest rates tends to make market structure less competitive within
an industry. The reason is that while both the leader and follower within an industry increase
their investment in response to a reduction in interest rates, the increase in investment is always
stronger for the leader. As a result, the gap between the leader and follower increases as interest
rates decline, making an industry less competitive and more concentrated. When interest rates
are already low, this negative effect of lower interest rates on industry competition tends to lower
growth and overwhelms the traditional positive effect of lower interest rates on growth. This

produces a hump-shaped inverted-U supply-side relationship between growth and interest rates.

The model delivers a distinctive upward sloping supply-curve in a low interest rate regime. We
believe that this insight is useful in understanding the slowdown in productivity growth in recent
decades and the broader discussion regarding “secular stagnation.” The slowdown in productiv-
ity growth is global as it shows up in almost all advanced economies. The slowdown started well
before the Great Recession, suggesting that cyclical forces related to the crisis are unlikely to be the
trigger. And the slowdown in productivity is highly persistent, lasting well over a decade. The
long-run pattern suggests that explanations relying on price stickiness or the zero lower bound on

nominal interest rates are unlikely to be the complete explanation.

This paper introduces the possibility of low interest rates as the common global “factor” that

drives the slowdown in productivity growth. The mechanism that the theory postulates delivers

36



a number of important predictions that are supported by empirical evidence. A reduction in
long term interest rates increases market concentration and market power in the model. A fall
in the interest rate also makes industry leadership and monopoly power more persistent. There
is empirical support for these predictions in the data, both in aggregate time series as well as in

firm-level panel data sets.
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Figure 1: Investment response to a decline in r
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Figure 2: Response of steady-state distribution and value functions to a decline in
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Figure 3: Steady-state growth
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Figure 4: Time-path of markup and growth rate following a shock to
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Figure 5

Distribution of Interest Rate Changes at Varying Frequencies
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Figure 6

Leaders See Higher Returns from a Drop in Interest Rates as Interest Rate Goes to Zero
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The top panel plots the rolling 2-year correlation of interest rate changes and top-5 portfolio returns against the 10-year
Treasury yield 91 days prior. The bottom panel plot the coefficients {8 ;} of the specification R; = Z;lzl B1,;De{4(j —
1) <=i;_1 <=4j} + Z}l:l B2,Dt{4(j — 1) <= i;_1 <= 4j}Ait + ¢; at date . R; is defined as the market-capitalization
weighted average of returns for a stock portfolio that goes long in leader stocks and goes short in follower stocks from
date t —91 to . Di{4(j — 1) <= i;_1 <= 4j} is defined here as an indicator variable equal to 1 when the interest
rate 91 days prior is between 4(j — 1) and 4j forj = 1,2,3,4. Leaders are defined as the firms in the top 5% of market
capitalization in its FF industry on date t — 91. i; is defined as the nominal 10-year Treasury yield, with i;_; being
the interest rate 91 days prior and Ai; being the change in the interest rate from date f — 91 to t. Standard errors are
Newey-West with a maximum lag length of 60 days prior.
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Figure 7

Impulse Response of Changes in Interest Rate when Rate is Zero

Time Series: Quarterly
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The figue plots the coefficients {8 ;} of the specification Ry ; = a; + Bo jAir + By jAir 1 + B2 jAiri; 1 +eratdate t. Ry ;
is defined as the market-capitalization weighted average of returns for a stock portfolio that goes long in leader stocks
and goes short in follower stocks from date t to t + j. Ai; is defined here as the change in the interest rate from date ¢
to t +91. Leaders are defined as the firms in the top 5% of market capitalization in its FF industry on date ¢. Standard
errors are Newey-West with a maximum lag length of 60 days prior.
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Figure 8: Aggregate profit share, market concentration and interest rate
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Figure 9: Business Dynamism
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Table 1: Differential Interest Rate Responses of Leaders vs. Followers: Top 5 Percent

Stock Return
1) () 3) 4)
Top 5 Percent=1 x Ai -1.187*** -3.881** -4.415%** -4.182***
(0.260) (1.113) (0.893) (0.529)
Top 5 Percent=1 x Ai x Lagged i 0.293** 0.346™** 0.301**
(0.095) (0.079) (0.045)
Firm B x Ai 14.10%**
(0.795)
Firm B x Ai x Lagged i -1.260***
(0.082)
Sample All All All All
Controls N N Y
Industry-Date FE Y Y Y Y
N 61,313,604 61,313,604 44,104,181 61,299,546
R-sq 0.403 0.403 0.415 0.409

Standard errors in parentheses
*p <005 " p<0.01,*** p <0.001

Regression results for the specification A In (Pl-,]-,t> =wj;+ BoDiji+ P1DijiAir + Ba D jsir—1 + B3DjjAivip—1 + X j 4y +¢; s for firm i inindustry jat date f. Aln (P,-,]-,t>
is defined here as the log change in the stock price for firm i in industry j from date t — 91 to ¢ (one quarter growth). D; ;; is defined here as an indicator equal to 1 at
date t when a firm i is in the top 5% of market capitalization in its industry j on date f — 91. Firms with D; ; ;=1 are called leaders while the rest are called followers.
i; is defined as the nominal 10-year Treasury yield, with i;_; being the interest rate 91 days prior and Ai; being the change in the interest rate from date t — 91 to ¢.
Controls X include a firm’s asset-liability ratio, debt-equity ratio, book-to-market ratio, and percent of pre-tax income that goes to taxes. Industry classifications are

the Fama-French industry classifications (FF). Standard errors are dually clustered by industry and date.
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Table 2: Portfolio Returns Response to Interest Rate Changes: Top 5 Percent

Portfolio Return

1) 2) 3) 4) ®)
Ai; -1.150***  -3.819*** -2.268*** -3.657*** -3.001***
(0.309) (0.641) (0.602) (0.949) (0.720)
i1 0.0842 0.0336 0.160* 0.167*
(0.050) (0.044) (0.071) (0.069)
Aip X 14 0.294*** 0.117* 0.328*** 0.239*
(0.059) (0.056) (0.081) (0.096)
Excess Market Return -0.168***
(0.023)
High Minus Low 0.0371
(0.044)
(Air > 0)=1 x Ai; 0.341
(1.717)
(Aip > 0)=1 x Aiy X i;_q -0.102
(0.170)
PE Portfolio Return -0.207***
(0.059)
N 9,016 9,016 9,016 9,016 7,402
R-sq 0.044 0.089 0.228 0.092 0.196

Standard errors in parentheses
*p <0.05 " p <0.01,*** p <0.001

Regression results for the specification Ry = a + Boi;_1 + B1Air + BoAiri;_1 + €; at date t. R; is defined as the market-capitalization weighted average of returns for
a stock portfolio that goes long in leader stocks and goes short in follower stocks from date ¢t — 91 to f. Leaders are defined as the firms in the top 5% of market
capitalization in its FF industry on date t — 91. #; is defined as the nominal 10-year Treasury yield, with i;_; being the interest rate 91 days prior and Ai; being the
change in the interest rate from date t — 91 to t. Standard errors are Newey-West with a maximum lag length of 60 days prior. In column 4, the terms (Ai; > 0) =1

and (Ai; > 0) =1 x i;_1 were suppressed from the table. Their coefficients are 0.0222 (0.602) and -0.0616 (0.086), respectively.
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Table 3: Portfolio Returns Response to Interest Rate Changes: Along the Yield Curve

30-Year 2-Year 10-30 Forward 2-Year & 10-30 Fwd.
1) ) 3) 4) ®) (6) (7) (8)
Ai; -1.129** -4 537***
(0.348) (0.826)
Aiy X 11 0.362***
(0.077)
Airoo -0.584* -3.535*** -0.126 -2.066*
(0.244)  (0.833) (0.349) (0.970)
Aigpr X i1 0.280*** 0.145
(0.069) (0.080)
Ay 10,30 -1.084**  -4.165*** -0.938 -3.138**
(0.354) (0.835)  (0.523) (1.043)
Ait,10,30 X l.t,1 0.334*** 0.289**
(0.080) (0.107)
N 8,006 8,006 8,065 8,065 8,006 8,006 8,006 8,006
R-sq 0.036 0.078 0.021 0.063 0.030 0.066 0.031 0.084

Standard errors in parentheses
*p <005 " p<0.01,*** p <0.001

Regression results for the specification Ry = « + Bois_1 + B1Air + BoAisi;_1 + & at date t in columns 1-2 and Ry = a + Boiy—1 + B1,1A6r02 + B1,2AT; 10,30 + B1,3Aik0,10 +
B2,1Ais0pir—1 + B2aAir 103061 + B2,3Air0,10it—1 + € at date ¢ in columns 3-8. R; is defined as the market-capitalization weighted average of returns for a stock
portfolio that goes long in leader stocks and goes short in follower stocks from date t — 91 to t. Leaders are defined as the firms in the top 5% of market capitalization
in its FF industry on date t — J. i; is defined as the nominal 30-year Treasury yield, with i;_; being the interest rate | days prior and Ai; being the change in the
interest rate from date t — 91 to t. iy (2, i 0,10 and 7; 19,30 are the 2-year and 10-year Treasury yield and 10 to 30 forward Treasury yield, respectively. Standard errors

are Newey-West with a maximum lag length of 60 days prior. We cannot reject that the main and interaction coefficients in columns 7 and 8 are not equal.



A Appendix: Proofs (work in progress)

A.1 Properties of flow profits and steady-state growth rate

In this appendix section, we prove lemmas 1 and 2.

In the main text, we model market structure as Bertrand competition, generating a sequence
of state-dependent flow profits {71;, 1_s} that satisfy properties outlined in Lemma 1, and that
limg 00 775 = 1, lims__o 715 = 0. Our theoretical results hold under any sequence of flow profits
that satisfy Lemma 1; hence, our theory nests other market structures. We use 7w = lim;_,g 775 to

denote the limiting total profits in each market, and we exposit using the notation 7.

Lemma 1: Follower’s flow profits 77_; are non-negative, weakly decreasing, and convex; leader’s
and joint profits 75, 7_s; are bounded, weakly increasing, and eventually concave in s (a se-

quence {4, } is eventually concave iff there exists 5§ such that 4; is concave in s for all s > 3).

Proof. Let J; be the market share of firm i. Under CES demand within each market, §; =
pyi . piC

Piyitpay:  p T 4py

z; must solve p; = %/\*Zi (recall we normalize wage rate to 1). Aghion et al. (2001) and

Under Bertrand competition, the price charged by a firm with productivity

Atkeson and Burstein (2008) provides detailed derivations of these expressions.

—s (‘79371+1)

Define ps as an implicit function of the productivity gap: pJ = A . It can be verified

o+pd 1
that flow profits satisfy 77 = ﬁ for any productivity gap s. Asymptotically, lims , p§A° =
1/0 and lims_,_o pJ A® = o; hence, for large s, 7 ~ —L and 7.y ~ =L—+—. The
oTAT T 541 oo AT 541

eventual concavity of 7t; and (71 + 71_s) as s — oo is immediate. To show concavity of —7t_; is a

matter of algebra (to be added).

Lemma 2: In a steady state, the aggregate productivity growth rateis ¢ = In A (Yo #s7s + Hofjo) -

Proof The expression () oo HsHs + Hoo) tracks the weighted-average growth rate of the produc-

tivity frontier in the economy, i.e., the rate at which markets leave the current state s and move
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to state s + 1. In a steady-state, the growth rate of frontier must be the same as the rate at which

states fall down by one step, from s + 1 to s; hence, aggregate growth rate g can also be written as

g=InA (X2 ps (17-s +x)).

To prove the expression formally, we proceed in two steps. First, we express aggregate pro-
ductivity growth as a weighted average of productivity growth in each market. We then use the
fact that, given homothetic within-market demand if a follower in state s improves productivity
by one step (i.e. by a factor A) and a leader in state s — 1 improves also by one step, the net effect

should be equivalent to one step improvement in the overall productivity of a single market.

Aggregate productivity growth is a weighted average of productivity growth in each market:

_dlnP _dfollnp(v)dv
~ dnt dint
_ v, AlfrInp(s2h) dE (2F)]
- _S;)P‘Sx dint ’

where we use (s,z") to index for markets in the second line. Now recognize that productivity
growth rate in each market, — %, is a function of only the productivity gap s and is invari-
ant to the productivity of follower, zf. Specifically, suppose the follower in market (s, zF) expe-
riences an innovation, the market price index becomes p (s — 1,zF +1). Similarly, if the leader

experiences an innovation, the price index becomes p (s + 1,z"). The corresponding log-changes

in price indices are respectively

al = lnp(s—l,zF—i—l) —Inp (S,ZF)

1
1-c

— —_InA+1In [pg_f—kl}llv_ln [piﬂurl] ’

aslj = Inp (s—i—l,zP) —Inp (s,zF)

1
1-0o

—In [pg_g + 1} ,

= In[plf +1] T

where p; is the implicit function defined in the proof for Lemma 1. The log-change in price index

is independent of z' in either case. Hence, over time interval [t, ¢ + A], the change in price index

55



for markets with state variable s at time t follows

@ T

with probabilit A,
Alnp(s,zF) _ p Y s

@y

with probability (s +x-1(s # 0)) A.

The aggregate productivity growth can therefore be written as

g = —Ho2noao — Y ps x (sal + (15 +x)af ).

s=1

Lastly, note that if both leader and follower in a market experiences productivity improvements,
regardless of the order in which these events happen, the price index in the market changes by a

factor of A 1:

af +ab | = a£+a§+1 = —InA foralls > 1.
Hence,
g = —Ho2noao — Y s x (et + (- +x)af)
s=1

= InA- ) ps (s +x) - <Z Hs X (WsﬂsL — g (s + K)) + ﬂ02’70”0> :
s=1 s=1
Given that steady-state distribution {y;} must follow

Hs—17s—1 ifs > 1,
s (N—s +x) = (11)

24010 ifs =1,

we know

Y o x (sl —aky (-5 + %)) + po2nono
s=1

3

I
g

s+ po2rodo — (2 sk g (s + K>>
1

s=1

I
S
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Hence aggregate growth rate simplifies to g = InA - Y o2 s (7—s + x), which traces the growth
rate of productivity laggards. We can also apply substitutions in (11) again to express productivity

growth as a weighted average of frontier growth:
8= InA- (Z UsHs + 2#0’70) .
s=1

A.2 Structure of Equilibrium

It is useful to first understand the structure of value functions given any sequence of (poten-

[ee]
s5=—00"

tially non-equilibrium) investment decisions {7} The fact that firms are forward-looking
implies that value function in each state can be written as a weighted average of flow payoffs in

all ergodic states induced by the investment decisions, i.e.

Vs = Z Ags X PVy, where Z Ag)s =1 foralls. (12)

s'=—o0 s'=—o00

The term PVy = 7@;6175/ represents the permanent value in state s/, i.e. the present-discounted
value of flow payoff in state s’ if the firm stays in that state permanently; s’ > 0 means the firm
is a leader when the productivity gap is s/, and s’ < 0 means the firm is a follower when the
productivity gap is —s’. In equilibrium, the firm value in state s can be written as a weighted
average of the permanent value across all ergodic states. The weight Ay can be interpreted as

the present-discount fraction of time that the firm is going to be s’ steps ahead of his competitor,

given that he is currently s steps ahead. The weights {Ays}°,

oo form a measure conditional on the

current state s. When the current state s is high, the firm is expected to spend more time in higher
indexed states, and the conditional distribution {As,|s 11 }:f’:oo tirst-order stochastically dominates

{/\S,|S}:f:oo for all s.

Likewise, let ws = vs 4 v_s be the joint value of leader and follower in state s. Following the
same logic as in equation (12), we can rewrite ws as a weighted average of the sum of permanent

values of leader and follower in every state:

ws =Y Agis- (PVy+PV_y), where ) Ay, =1 (13)
s'=0 s'=0
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The weights ;\S/‘ s can be interpreted as the present-discounted fraction of time that the state vari-
able is s', i.e. when either firm is s’ steps ahead of the other, conditioning on the current gap being
s; hence, 7\51‘ s = Ayl + Ag|_. It is easy to verify that {5\5/‘ 5117 first order stochastically dominate
{As)s}-

To understand the role of interest rate, note that the firm value in state s can be written as a

weighted average of the permanent state payoff in state s and the firm value in neighboring states

s—1lands+1:

r v K+ N—s s

Vs = : Us—1 + v
Tkt rhkdystns S bkt

Holding investment decisions constant, a fall in interest rate r reduces the relative weight on the
permanent value of state s, thereby reducing the difference in value functions across states. In fact,
holding investment decisions fixed, if there is a state in which the leader chooses not to invest at

all (75 = 0 for some 3), then rvs — rvg for all s < 3.

We now prove results that analyze the structure of equilibria. For expositional purposes, we
assume firms play pure strategies (i.e. they invest at either lower or upper bounds #; € {0,7}); all

of our claims hold for mixed strategy equilibria (i.e. those interior investment intensities).

Lemma 3. The leader invests in more states than the follower, n > k. Moreover, the follower
does not invest in states s = k+1,--- ,n+ 1. Recall n + 1 is the first state in which market
leaders choose not to invest, and k + 1 is the first state in which followers choose not to invest:

n+1=min{s|s > 0,7s <y} andk+1=min{s|s <0,7s < n}.

Proof Suppose n < k, i.e. leader invests in states 1 through n whereas follower invests in states
1 through at least n + 1. Such equilibrium can only be supported by certain lower bounds on the
value function of both leader and follower in state n + 1. We reach for a contradiction, showing

that, if n < k, then market power is too transient to support these lower bounds on value functions.
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The HJB equation for the leader in state n + 2 implies

TOpt2 = max 7Tu42 + pt2 (Vng3 — Upy2 — €) + (ﬂ—(n+2) + K) (Unt1 — Ung2)
Hn+2€[0,17]

> T2+ (1 + %) (01 — Vny2) -

The fact that leader does not invest in state n + 1 implies ¢ > v,47 — v,,11; combining with the

previous inequality, we obtain

PUps1 > Mpao —Cc (N +K+7).

The HJB equation for the follower in state n + 1 implies

0 _(m+1) = 17,<nrﬂ?ex[o,q] TT_(n41) T (ﬂ—(nJrl) +K) (Ufn - U—(nJrl)) = C—(n41)

> T (ny1) T K (v_n — v,(nﬂ)) .

The fact that follower chooses to invest in state n + 1 implies ¢ < v_, — v_(;,41); combining with

the previous inequality, we obtain
"0 (n41) = TT—(n4+1) T CK. (14)

Combining this with the earlier inequality involving rv, 1, we obtain an inequality on the joint
value in state n + 1:

TWpi1 2 Tpy2 + T_(nt+1) — € (n+r) (15)

We now show that inequalities (14) and (15) cannot both be true. To do so, we construct al-
ternative economic environments with value functions that dominate w;, 11 and v_,,1); we then

show that these dominating value functions cannot satisfy both inequalities.

First, fix n and fix investment strategies (leader invests until state n + 1 and follower invests at

least through n +1); suppose for all states 1 < s < 1+ 1, follower’s profits are equal to 7_(,,, 1) and

—(n+1) TTTn+2

leader’s profits are equal to 77,1 ; two firms each earn T in state zero. The joint profits in
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this modified economic environment are independent of the state by construction; moreover, the
joint flow profits always weakly dominate those in the original environment and strictly dominate
in state zero (742 + 7T_(;41) = 71 + 711 > 2770). Let @ denote the value function in the modified

environment; @Ws > ws foralls < n + 1.

Consider the joint value in this modified environment but under alternative investment strate-

gies. Let 71 index for investment strategies: leader invests in states 1 through 7 whereas the fol-

lower invests at least through 7 + 1. Let wﬁﬁ)
(7)
i+1

denote the joint value in state s under investments
indexed by 71; we argue that @, is decreasing in 7i. To see this, note that the joint flow payoffs
in all states 0 through 7i is constant by construction and is equal to (nn+2 + T (ny1) — 2017) —total
profits net of investment costs. The joint flow payoff in state 7 4 1 is <7‘L’n+2 + T g1y — c17).
Hence, the joint market value in state 7 + 1 under the investment strategies indexed by 7 is equal
to

) T2 + T (nt1) — 201 (1 - }‘f-ﬁ)uﬁﬂ /2)

A1) _
(NS . ,

where }‘;(;1)1\;7 .1 1s the present discount fraction of time that the market spends in state 7 + 1,
conditioning on the current state is 7 + 1, and that firms follow investment strategies indexed by
fi. The object ;\;i)l‘ﬁ 1 is decreasing in 71: the more states in which both firms invest, the less time

that the market will spend in the state 7 + 1 in which only one firm (the follower) invests. Hence,

5_21 is decreasing in 71, and that zf)go) > o > wy+1. The same logic also implies ﬁ[()o) = %wg‘” >

w n+1

1
jwo = 9.

(0)

The follower’s value 0", in the alternative environment, when investment strategies are in-

dexed by zero (i.e. firms invest in states 0 and —1 only), is higher than v_,, ;). This is because

©  TT(n1) —CHF Kﬁ(()o)

o r+r+
TT_(n+1) — C1] + K0
r+x—+y
TT_(n41) — C +KU_p
r+x+7y

v

= U_(n+1)-
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We now show that the inequalities rz?(i)} > TT_(nq1) +CK and rwio) > T2 + T (1) —C (n+r)

cannot both hold. We can explicitly solve for the value functions from the HJB equations:

(0) T2+ 7T (ny1) — 201 + 25|

Yoo = r+2n

) T2+ T (ny1) — O + (1 +x) w(()o)

ol =
! r+n+x

0 Ty~ + (1 + 1) 0 /2
1

0V =
r+ny+x«

Solving for zf)go) and zﬁ(_of, we obtain

T’Z}l\)gO) = TTy+2 —+ 7'[_<n+1) -7 (1 + 17—’_1{)

r+3n+x
A(0) _ B T2+ 1) 14274k
(r+17+1c)r071—r<7r_(n+1) c17>+(17+1<)< 7 c;77+317+K

That rz?f)% > T (ny1) +CK implies

A(0
(r+ 1 +x) 0"

T2 + T (n41 r+2n+x
= (g )+ (-4 (PR o )
> (r+n+x) (71,(,1+1)+CK>

Ty — TT_(, 2
:>(77+K)( 2 5 (H)_CW:iC&Ziz)Z(r+;7+K)CK+CW

Since M < M52 < ¢y, it must be the case that

2
(n+x)ey > (r+n+x)ck +cnr + (17+K)c17m.
On the other hand, that rzbgo) > Tyt + TT_(nq1) — ¢ (17 + 1) implies r > 75 j;;'jm ; hence the previ-
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ous inequality implies

n r+2n+x
r+317+x+(17+x)mr+317+1c

= (rn+r)er+ (1 +x)cr,

(r+x)en > (r+ntux)ec+(n+x)cy

which is impossible; hence n > k.

We now show that the follower does not invest in states s € {k + 1,...,n 4+ 1}. First, note

(7’ + 17+ K) (U—s - Ufsfl) = M5 —T_s-1+K (Ufs+1 - Us) +7 (U,S,1 - 0—5—2)

+max{y (v_s41 —v—s—¢),0} —max{y (v_s —v_s_1 —),0}.
Suppose v_s11 —V_s > (v_s —V_5_1), then
(T +17+ K) (U—s - Z)—s—l) > TTs —TTs-1+K (U—s—i-l - v—s) +7 (v—s—l - 07572)

= (r+1)(v_s —v_51) > T s — 51+ (V_5-1 —V_5_2). (16)

Ifo g1 —v_s < (v_g —0v_5_1), then

(r+mn)(vos—v_s-1) < T_s— 51+ (V_s—1 —V_s_2) +max{y (v_g41 —v_s—¢),0} —max{y (v_s —v_s

< M= s 1+1 (V-1 —0_52).

Now suppose 17_x_1 = 0buty_g =5 forsome s’ € {k+2,...,n+ 1}. This implies
U (k-1) =0k 2C>V_ = V1 < V_g41 — Vg,

implying there must be at least one s € {k+2,..,n+1} suchthatv_s 1 —v_s > v_s—v_s 1 <

U_s_1 — Us—2. Inequalities (16) and (17) implies

(7’ + 77) (Z)_s - Z),s,l) > TT_g — M_g_1+ n (07571 — U_S_z)
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(r+n)(vs1—v52) <M s1—T s 2+n(Vs2—053)

First inequality and v_s —v_s_1 < v_5_1 —v_s_p implies r (v_s —v_5_1) > T_s — T_5_1; CONVeX-
ity in follower’s profit functions further implies r (v_s —v_s_1) > 7m_s_1 — mT_s_p. Hence it must

be the case that (v_s_» — v5-3) > (v_5_1 — V_s_2). Applying inequality (17) again,
(r4+n)(v—s—2 —v_53) < T_s 20— T3+ (V_s_3—V_5_4).

That r (v_s—2 —v_s_3) > mM_5_p — M_s_3 further implies (v_s_3 —v_s_4) > (v_s_p —v_5_3). By

induction, we can show
V51— Us2 < U5 — V53 <+ < Uy — U_(p41)-
But
(r+n+x) (U—n - U—(n+1)) < Ton = T (uy1) + K (0s11 — Us) + 1 (0—pt1 — Vo)

— (1’ —+ 17) (’(J_n — Z),(nJrl)) <ty — TT_(n+1)

which is a contradiction, given convexity of the profit functions. Hence, we have shown v_; —
U (k+1) >v_s—v_g_qforalls € {k+1,..,n+ 1}, establishing that follower cannot invest in these

states.
Lemma 4: In a steady-state induced by investment cutoffs (1, k), the aggregate productivity

growth rate is ¢ = InA - (u© (7 + «) + uM«), where yC is the fraction of markets in the com-

petitive region (1€ = Y*_, 11;) and M is the fraction of markets in the monopolistic region

(‘uM = Zgil+1 ]/ls)

Proof. Given the cutoff strategies (1, k), aggregate productivity growth is (from Lemma 3)
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g = InA- (Zﬂsﬂ‘f‘zm’?)-
s=1

The steady-state distribution must follow

m(m+x)/2 ifs=0

pse1 (n+x) f1<s<k-1
s =
Us+1K ifk<s<n+1

0 ifs>n+1

Hence we can rewrite the aggregate growth rate as

o
I

k—1 n
InA- <2V077 + ) w4+ ), M)
s=1 s=k—1

k n+1
= InA- (yl(;y+1€)+2ﬂs(’7+")+ ZVSK>
s=k

s=2

= A (5 (45 + px),

as desired.

Lemma 5: If follower invests in state 1, then the steady-state aggregate productivity growth is
bounded below by In A - x, the step-size of productivity increments times the rate of technology

diffusion.
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Proof. Given k > 1, the fraction of markets in the competitive region can be written as

k
He =) s
s=1
= i (4a) e (14 a) Y
\W_/
=H2 =Hk
_ ‘uK+11 1—(1+a)™
"2 114!
N———
:Vl
K+7
> I
Z Ho 21

Aggregate growth rate can be re-written as

g = InA- [(1—‘1/10)1{4-#(:17}

K+
InA- [(1—;{0);(—%;10 217]

Y

v

InA - [(1— po) k + pox]

= InA-x,

as desired.

A.3 Asymptotic Results as 7 — 0

rwo+2cy—2my ,
2n 4

Lemma A.1. Awy = wy — wy = Awy is bounded away from zero.
Proof The equality from the HJB equation rwy = 279 — 2c17 + 21 (w1 — wyp). That Awg is bounded
away from zero follows from the fact that rwy > 0 and assumption 1 (2cyy > 7 = limg_,o 775 +

T_s > 27). QED.
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A.3.1 Mathematical Preliminaries

Consider the following recursive formulation of value functions:

Tusy1 = A+ p (s — Usy1) +q (Usy2 — Usi1)
The HJB equation states that, starting from state s, there’s a Poisson rate p of moving up one state,
and rate q of moving down; the flow payoff is A and discount rate is r.

Fix a state s. Given ug and Aug = us,1 — us, we can solve for all ug; with ¢+ > 0 as recursive

functions of us and Aug; for instance,

s — A +r
Uspp — Usp1 = Sq + <P ) Aus,

s — A +r rAu
Us43 — Us43 = Sq + <P q ) (us+2 _us+1) + q s/

and so on. The recursive formulation generically does not have a nice closed-form representation,
as the number of terms quickly explodes as we expand out the recursion. However, as r — 0, the
value functions do emit asymptotic closed form expressions, as Proposition A.1 shows. In what

follows, let ~ denote asymptotic equivalence as r — 0, i.e. x ~ y iff lim, ,o (x —y) = 0.

Proposition A.1. Leté = %, a=p/q,b=r/q, thenforallt >0,

tan, D () <21— a>); (2-a) (a' ~ a)
1 (t=2)(t=1) Vg — g (2 — ) (f— .
+5b(1_“)3< 2 (=)= (=8 —a2-a){t-1)+2(1 >>
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1 1— atfl
Usyt — Usyp1 ~ Auga’™ " +0

1—a
raup DA 02D <+1u_t;>)s) (1-a)-@2-a)(a—a")
+6b(1_1a)3 ((t—z) (t_1);(t—2) (t—3) (1—11)—(t—3)gf+(t_4)at—1_a(2_a)>

The following simplifications of the formulas will be useful if lim, ot — co:

1. whena < 1:
_ 0 bAu
Usit — Usp—1 ~ Auga' ™ + -2 + (1- ;>2;

(a) if rAus — 0,

Ugrp — U Au L + to
s+t s s1 _ 1_— El’
(b) if rAus 40,
rAug
7 (tsie = Us) ~ 37—
2. whena > 1, rAus — 0, and Aug + 25 #£ 0,
5 rat
r(Usst — Us) ~ <A“s + ,1_1> a1

)
7 (Uspt — Usyp1) ~ (Aus + a—1> rat—1

If Aus + 25 ~ 0,

bo

t+1
a—a "

Ustt — Us ~ —
Suppose the flow payoffs are state-dependent {A;}, i.e.
s = Asy1 + P (s — sy1) +q (Us2 — Usy1)

If A is an upper bound for {A}, then the formulas provide asymptotic lower bounds for w4 —

Usyt—1 and us4¢ as functions of us and Aus. Conversely, if A is a lower bound for {A}, then the

67



formulas provide asymptotic upper bounds for us; — us1¢—1 and us4.

One can symmetrically characterize u; and Aug as asymptotic functions of Au,¢ and ugy4.

Proof of Proposition A.1. The recursive formulation can be re-written as

Usp1 — Us = Au

v (Usy1 — Us) +1Us — 0

q

Uspp —Usp1 = a(Usp1 — Us) +

= alAus+ bAus+ 6

Usyo —Us = (14 a) Aus + bAus + 6

Likewise,
Usis —Usto = a*Aug+ (1+2a) bAug+ (1+a)d+o (1?)

Uusys — s = (L+a+a*) Aus+ (14 1+ 2a) bAus + (1 +1+a) 6 + b5+ o (r?)

Applying the formula iteratively, one can show that

us+t+1—u5+t—aAus+5Za +bAusZzaz 1+b52 Zmam 40 (r)

z=0 z=1 z=1m=1
t z—1 t—1 «x
us+t+1_us—AusZﬂ +6)° Za —i—bAuSZZmam 1+b5222mam L4 ()
z=0m= z=1m= x=1z=1m=

One obtains the Lemma by applying the following formulas for power series summation:

t . 1_at+1
Y@=
z=0 —4a
1
izfl t—l—l—“ aa
a
z=0 m=0 l—a
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t(1+a*) (1—a)—(2—a) (a"! —0)

z=1m=1 (1—a)®

i imam’l = ! 3 <t(t2_1) (1—a)—(t—2)at+1—a(2—a)t—|—2a(1—a)>.

x=1z=1m=1 (1 - El)

The third, and fourth summations formulas follow because

imam_l = <1+2a+3a3+---+zaz‘1)
m=1
= (1—61 g a21+...+a211_a>
1—a 1—a 1—a
_ <1+a+ ot zaz>
1—a 1-a
- 1—a a*
- (%)
=1m=1 S\(1-a) 1l-a
s a—ast! 1
S0 e T-al
B s a—att a 1—a° sa’
T (1-af (1-af 1-a\(@1-ap? 1—a>
_s(l-a) a(l-a)-(A-a)a'!' a—at st (1-a)
S 0-a’  (-a) 1-a’  (1-a)
s+ a) (1—a) - (2—a) (et —a)
- (1-a)’
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rYy ma"! = wx(l+a)(1-a)-(2—a)(a** —a)
lezgl mgl x;l (1 - a)3
s—1

s(s— sl
= (1_1a)3< (21)(1—a)+a2(1—a) x;lxa"*l

~—

_1-a5—1  (s—1)as~!
(1—11)2 1—-a

1—a51
—a(2—a)(s—1)—(2—a)a® T2 )

- (1_10)3 <S(52—1) (1_“)_(5_2)a5+1—0(2—a)s+2a(1_a)>

A.3.2 Proofs of Lemma 6: lim, 0k = lim,_,o (n — k) = o

Recall n and k are the last states in which the leader and the follower, respectively, chooses to
invest in an equilibrium. Both n and k are functions of the interest rate r. Also recall that we use

ws = vs + v_s to denote the total firm value of a market in state s.

We first prove lim,_,o (n — k) = oo.

Suppose k and (n — k) are both bounded as r — 0; let N be an upper bound for n,i.e. N > n (r)

for all r.

Consider the sequence of value functions 95 under alternative investment decisions: leader
follows equilibrium strategies and invests in 1 (r) states whereas follower does not invest at all.
The sequence of value function dominates the equilibrium value functions (ds > vs) for all s > 0,

because:

1. The joint value is higher in every state @; > ws, because flow payoffs are weakly higher and
that the value functions are placing higher weights on higher states (which have higher flow

payoffs). Hence the firm value in state zero is higher 9y > vy.

2. The leader’s value function can be written as a weighted average of flow payoffs in s > 0

and the value of being in state zero; the flow payoffs are the same for all s > 0, and 9y > vo.
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Furthermore when follower does not invest, the leader’s value function always places higher

weights in states with higher payoffs; hence 95 > v; for all s > 0.

We now look for a contradiction. Asr — 0,

TN+l + KON

— 10
p_——p N/

roNy1 =

r(min —cnn) + xkron-—1 + INTON11
r+x+yn

VﬁN = — T’Z’)Nfl,

and so on. By induction, 795 ~ r9g forall -N +1 <s < N+ 1.

Also note that leader stops investing in state n 4- 1 implies
limrv, 1 > lim 7,45 — ck,
r—0 r—0

thus lim,_,o rdg > lim,_,o 71,47 — ck.

rio—(2my—2cy) __ rog—(mo—cy)

Lastly, note Ady > Aty = o .

Putting these pieces together, we apply Proposition A.1 to compute a lower bound for A, as a

rﬁo*(ﬂnH*C’?)).

function of 9y and Ady (substituting us = 0y, syt = Oy, a =x/n,b=r/1,6 = 7

. A . A n, 1o (5I71+2 C77) 1 (K/ﬂ)n
> A +
11rr5 Adyp1 2 }m% < do (/1) 7 1—x/y

> lim Yoo — (7TO - C77) (K/U)n + rog — (nn+2 - C77) 1-— (K/ﬂ)
r—0 i 1 1—x/n

> lim T2 — CK — (7(0 - C77> (K/ﬂ)n + T2 — CK — (ﬁn+2 - CU) 1- (K/U)n
70 n 1 1—x/y
, n, c(p—x)1—(x/y)"

> 11360(1(/17) + . T—x/n

= C,

where the last inequality follows from assumption 1, that 77,0 — 719 > 711 — 719 > ck. But thisis a

contradiction to the claim that leader stops investing in state n + 1 (i.e. A9, 41 < ¢ for any 7).

Next, suppose lim,_,ok = oo but (n — k) remain bounded. Let € =2cy — lims_,o0 (715 + 7T_5);

€ > 0 under assumption 1. The joint flow payoff 77 + 71_s — 2c7 is negative and bounded above
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by —e in all states s < k. The joint market value in state 0 is

k n+1
wy = Z )\s’\O' (PVS/—I—PV,S/)—F Z /\s’\o'(PVs’"i_Pst’)
s'=0 s'=k+1
—c k ntl
s Z)‘S’IO + Z AS’IO'(P‘/S’+PV—S’)~
r s'=0 s'=k+1

As k — oo while n — k remain bounded, the present-discount fraction of time that the market
spends in states s < k converges to 1 (Y5_, )15/‘0 — 1), implying that lim,_, rwy is negative. Since
firms can always ensure non-negative payoffs by not taking any investment, this cannot be an

equilibrium, reaching a contradiction. Hence lim, o (n — k) = 0.

To show lim,_,o k = oo, we first establish a few additional asymptotic properties of the model.

Lemma A.2. The following statements are true:
1. rv, ~ 7 — cx, where 7T = limg_, 7T5.
2. Uyy1 — Uy ~ C.
3. r(n—k)~0.

4. rk ~ 0.

Proof

1. The claim follows from the fact that if firm invests in state n but not in state n + 1, then

T2 — TUn41

Upyo —Upy1 = ——— = <
n+ n+ 4K
TTy41 — 10
U1 — O = 1 >
r+x
implying
T — ck = lim (71,42 — ck) > limrv, > lim (71,41 — ckx) = 7T — ¢k,
r—0 r—0 r—0
as desired.
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2. This claim follows from the previous one: v,11 — v, = 7:1*;(1 — :j[—’;( ~ =~

3. The previous claims show rv,, ~ m — cx and Av,, ~ c. We apply Proposition A.1 to iterate

backwards and obtain

. _ . - n—k+1
Ao 2 im == w /K)
2 cln—x) e
~ _—_ /K n +
&y Y
Since |lim, o 7 (vx — v,)| < 7, it must be the case that lim,_,o 7% (17/ K)”_kJrl remain bounded;

therefore r (n — k) ~ 0.

4. We apply Proposition A.1 to find a lower bound for wy — wy:

(r— k
limr (wp — wy) > lim<Aw0+rw0 (7 2c17)> ra

r—0 r—0 a—1 a—1
2cyp —\ rak
> 1 .
- rl—r>%< a—1 )a—l

Since r (wy — wp) stays bounded, it must be the case that ra* is bounded; therefore rk ~ 0.
Lemma A3. rv_; ~rAv_j ~rv_, ~ Av_, ~ 0.

Proof. First, note that follower does not invest in state k + 1 implies ¢ > Av_;,q). We apply

Proposition A.1 to find an upper bound for (v_, — v_¢) as a function of rv_; and Av_ 4

+(n—k) ”J—">.
n—x n—x

O_n —0_ < 15% (_AU—(k-i-l)

Hence, v_,, —v_; < —c# and 7 (v_, —v_g) ~ 0.

Let m = floor(k + ”T_k) That the follower does not invest in state m implies that ¢ > Av_,,.
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Proposition A.1. provides a lower bound for v_, —v_;,_1) as a function of rv_, and Av_ ;4 1):

lim<v—(n+l)_v—n> > lim —Av_ (m+1) (K/;7) M

r—0 r—0 [/
= lim
r—0 n— K

where the equality follows from lim,, . 77—, — 0. Hence, since the LHS is non-positive, it must
be the case that lim, .o Av_,, = lim,_,grv_,, = 0. But since rv_,, < rv_,,, it must be that ro_, ~

rv_g ~ 0. That rAv_j ~ 0 follows directly from the HJB equation for state k.

We now prove lim, ok = oo

We first show that, if k is bounded, both rw; and rAwy must be asymptotically zero in order to
be consistent with rv_j ~ 0. Specifically, we use the fact that 0 < 77_, forall 0 < s < k and apply

Proposition A.1 (simplification 1la, substituting us = v_y41, Usyt = vo, t = k+1, Aus = Av_y,

a= +;<' b= 7 T 0= %) to find an asymptotic upper bound for rvy:
limrvg = limr (v —U_ )
r—0 0 r—0 0 (k+1)

IN

. r TO_(k41) T €1
lim § —x/7 <M_(k+1) Tk 1 >

If k is bounded, the last expression converges to zero, implying that rvg ~ rwp ~ 0. Lemma
A.1 further implies that Awy ~ c. Upper-bounds for rw; and rAwy can be found, as functions

of Awy and rwy, using Proposition A.1 (simplification 2, substituting u; = wo, us1¢ = wg, t =k,

AuszAwo,a:”Tﬂ,bzl

_ rwo—(—2cn)y.
1’ 0= 1 )

k
lim (1 — ) < lim (Awo n rwwzcv) ., <77+K>
r—0 K K n

k-1
hn& (rAwy) < 11m <Aw + o ;:2017> r (17 ;;_ K)

If k is bounded, the RHS of both inequalities converge to zero, implying rwy ~ rAwy ~ 0.

We now look for a contradiction. Suppose rAwy ~ 0; we apply Proposition A.1 (simplification
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L0 = rwk—(”k_cﬂ))

la, substituting us = wy, Usyt = Wyt1, t = n+1—k, Aus = Awy, a = %, b= 7

==

rwg— (g —cn)

and obtain =

as an asymptotic upper bound for w, ;1 — w, (noting that 7, is a lower

bound for 7t for all n > s > k). Lemma A.2 part 2 further implies that

rwg — (e —cn)

lim >

r—0 N —K

<— limrw, > m—ck > 0. (18)
r—0

The last inequality follows from assumption 1 (711 — 7rp > cx), that firms is state 0 has incentive to

invest when sufficiently patient. QED.

A.3.3 Proof of Proposition 1.

The steady-state distribution follows:

m(n+x)/2 ifs=0

psi1 (n+x) ifl1<s<k-1
Hshl =
Ust+1K ifk<s<n+1

0 ifs>n+1

\

We can rewrite i as a function of y,, 11 for all s. Let « = x /17, then

P TS ifnt+1>s>k
Hs =
Up1 R (1) ifk—1>5>0

The fraction of markets in the competitive and monopolistic regions can be written, respectively,

as
o n+1 . 1— Ixnkarl
— n+l—-s __
M = ) = fu1— ———
—
s=k+1

k
HE = Y (14 ) = et ((1 +a)" — 1)
s=1
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Also note that jig = 110" 7% (1 + &) and 1 = g + u€ + ™. We now show lim, o & * (1 + )"

0, which is a sufficient condition for y™ — 1, u© — 0,and ¢ — x - In A.

To proceed, we first find a lower bound for Aw;, by applying simplification 2 of Proposition A.1

(substituting us; = wo, Us4+ = wi, t =k, Aus = Awy, a = WTJFK, b= %, 0= rwo—(nﬂ):

k
limrAw, > Cp = lim <Aw0 + rwo — (7 2”7)) r <17+K) . (19)
r—0 r—0 K Ui

Next, we apply simplification 1b of Proposition A.1 to obtain (substituting us = wy, us4+ = wy,

r

t=n—k Au; = Awy,a = %, b = ~; we show below that lim,_,o rAwy > 0 hence this simplification

Ui
applies):
rAwy
r(wy, —w —
( D G
<:>7T—CK—7’wkN(17r_A:))k/;7 (20)

Simplification 1 of Proposition A.1 also provides asymptotic bounds for Aw,, (substituting us =

Wk, Usit = Wy, t = n—k, Aus = Awy, a = %, b = %,‘ the upper bound is obtained using § =
rwg— (1 —cn) Vwk—("—cﬂ)):

and the lower bound is obtained using J = i

> lim Aw,,
r—0

e Y rwy + ¢y —
Awy | (x/ g +
k(( ;7) (77_7()2> n—xK

lim
r—0

and

Awy ((K/;y)”_k-|- i Z)JJWWC’?—”].

lim Aw, > lim
r—0 r—0 (;7 — K) 17 — K

Since lim,_,o 71 = 71, the lower and upper bounds coincide asymptotically. Furthermore, Lemma

A.2 shows Aw,, ~ c; hence,

¢ ~ Aw ((K/U)"kJr i > + ,7+_C;7K_ E
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Applying asymptotic equivalence (20), we obtain

1 Awy
n—x)

2

c C+Awk ((K/’?)n_k"" (17 r_T]K)Z) - (

— 0~ Awg (x/n)"*

Inequality (19) implies

r—0 K

k
0 > lim <Awo 4 o (m 2C17)> <17 ;K> (K/U)nik
Given Awg > 0, rwg > 0, and 2cyy — 71 > 0, the inequality can hold if and only if

k
lim (]7 + K) (K/iy)n_k =0,

r—0 i

as desired.
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B Appendix: Additional Tables and Figures

Figure Al: Widening productivity gap between leaders and followers
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Figure A2: Top 5% average wage-employment ratio and interest rates
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Figure A3: Fraction of Leaders who were Leaders a Quarter Prior
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The panels plots the time series of the proportion of firms who are leaders today, given they were leaders 91 days prior.
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Table Al: Differential Interest Rate Responses of Leaders vs. Followers: Robustness Checks

Top 5 SIC EBITDA SALES
) &) €)) (4) ©) (6) ?) (8)
Top 5 Percent=1 x Ai -1.106*** -3.847** -1.204***  -3.903***  -1.501***  -4.805*** -1.205** -3.684"*
(0.273) (1.220) (0.222) (0.936) (0.287) (1.077) (0.350) (1.325)
Top 5 Percent=1 x Ai x Lagged i 0.303** 0.293*** 0.372%* 0.277*
(0.105) (0.081) (0.092) (0.112)
Sample All All All All All All All All
Industry-Date FE Y Y Y Y Y Y Y Y
N 61,313,604 61,313,604 61,277,070 61,277,070 38,957,740 38,957,740 48,247,714 48,247,714
R-sq 0.403 0.403 0.403 0.404 0.427 0.428 0.411 0.412

Standard errors in parentheses
*p <0.05* p <0.01,** p <0.001

Regression results for the specification Aln(Pi/]-/t> = wj; + BoDijt + B1DjjBir + BaDj jrir—1 + B3Dj jeAirip—1 + X j 4y + €, for firm i in industry j at date t. The
definitions are the same as in Table 2 except for D; ; ;. In columns 1 and 2, leaders are chosen by the top 5 number of firms by market capitalization within an industry
and date. In columns 3 and 4, leaders are chosen by the top 5% of firms by market capitalization within an industry and date, where we change the definition of
industry to be the 2-digit Standard Industry Classification (SIC) codes. In columns 5 and 6, leaders are chosen by the top 5% of firms by earnings before interest, taxes,
depreciation, and amortization (EBITDA) within an industry and date. In columns 7 and 8, leaders are chosen by the top 5% of firms by sales within an industry and

date. Standard errors are dually clustered by industry and date.



18

Table A2: Portfolio Returns Response to Interest Rate Changes: Top 5 Percent, Different Frequencies

Yearly Semi-Yearly Monthly Weekly Daily
@ () ) (4) () (6) @) (8) ©) (10)
Aiy -1.061**  -5.570*** -1.188*** -4.594*** -1.000"** -2.365"** -0.964*** -1.846"** -0.839"** -1.244***
(0.403)  (1.134) (0.345) (0.764) (0.196) (0.463) (0.171) (0.309) (0.170) (0.208)
i1 0.381** 0.149 0.0273 0.00928 0.00327**
(0.134) (0.080) (0.019) (0.005) (0.001)
Aip X ip_q 0.493*** 0.385*** 0.150*** 0.0984** 0.0470
(0.106) (0.073) (0.040) (0.035) (0.027)
Sample All All All All All All All All All All
N 9,037 9,037 8,962 8,962 9,081 9,081 9,099 9,099 9,080 9,080
R-sq 0.024 0.095 0.040 0.101 0.036 0.050 0.032 0.039 0.019 0.020

Standard errors in parentheses
*p <0.05 % p<0.01,** p <0.001

Regression results for the specification Ry = a + Boi;_1 + B1Air + BoAiri;_1 + € at date t. Ry is defined as the market-capitalization weighted average of returns for
a stock portfolio that goes long in leader stocks and goes short in follower stocks from date t — 91 to t. Leaders are defined as the firms in the top 5% of market
capitalization in its FF industry on date t — J. i; is defined as the nominal 10-year Treasury yield, with i;_1 being the interest rate | days prior and Ai; being the
change in the interest rate from date t — 91 to f. For columns 1 and 2, | = 364; columns 3 and 4, ] = 28; columns 5 and 6, ] = 7; columns 7 and 8, ] = 1, where 1 is

one trading day. Standard errors are Newey-West with a maximum lag length of 60 days prior.
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Table A3: Correlation Table of Forward Rates

Variables 0-2 2-3 35 5-7 7-10 10-30
0-2 1.00

2-3 0.88 1.00

3-5 0.82 093 1.00

5-7 071 0.84 0.88 1.00

7-10 070 0.82 0.83 0.86 1.00

10-30 075 084 089 092 093 1.00

Correlation table of forward rates. P-values in parentheses.
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