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e Conventional data
e Intentionally collected

o Cleaned, adjusted, and checked
o Compact and regular.
o Mostly metrical (not qualitative) variables.

@ New Data

e Often by-product of economic and social activities.

e Unconventional characteristics:

e 3V: Volume, Variety, Velocity.
o Can be non-metrical and not even numerical (eg. text).
@ Auvailable as is: pre-processing is responsibility of user.



The good:

@ Volume (5TB):

@ over 1000 products from N ~110 product groups,
@ Actual sales, not estimates from surveys.

@ 2006:1:07 -2014:12:29. Financial Crisis

e Weekly frequency: (not monthly/quarterly)

@ Local level economic data: major MSA (not 4 regions).



The not so good especially for macro analysis:

@ Groceries, mass merchandise products: few durable goods.
o [ =469 weeks, Myess = 9, short span.

@ Volume: 5TB, memory constraint.

@ Variety (multilevel heterogeneity): product, spatial, time:

@ Velocity: weekly, quasi-periodic.

o Few studies take advantage of weekly frequency.

o A Challenge: Strong Seasonality.
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@ Calculated (or Derived) based on data from The Nielsen
Company (US), LLC and marketing databases provided by the
Kilts Center for Marketing Data Center at The University of
Chicago Booth School of Business.

@ The conclusions drawn from the Nielsen data are those of the
researchers and do not reflect the views of Nielsen. Nielsen is
not responsible for, had no role in, and was not involved in
analyzing and preparing the results reported herein.



e Ng (2017): price and quantity at (store,upc) level.
e big data= big time cleaning data.

@ Guha and Ng (2018): sales.

e What data say about small purchases especially around 20087

e Is there value in monitoring this weekly data?

extract information at county and group levels.

weekly frequency.



county group week year
index | ¢(s) g t T
total N Ny =108 T =469 N, =9

Budget Shares: Most Purchased Categories

CA: N. =53 FL: N. =58 NY: N. =58 TX: N, =161
3.4 bread 4.4  medications | 4.1 medications | 3.7 carbon. bev
3.3  beer 4.3  tobacco 3.2 fresh prod. 3.7 medications
3.3 juice 3.1 carbon. bev. | 3.1 bread 3.4 snacks
3.2  wine 2.9 liquor 3.0 candy 2.9  bread
3.0 fresh prod. 2.8 beer 2.8 snacks 2.8  tobacco
3.0 carbon. bev | 2.6 juice 2.8 juice 2.6 pkgd meat
3.0 snacks 2.6 candy 2.7  tobacco 2.6 candy
2.7 pkgd meat | 2.4 snacks 2.5 beer 2.5 fresh prod.
2.7 salad dress. | 2.3 milk 2.4  carbon. bev | 2.5 juice
2.6 medication 2.6 bread 2.3 milk 2.5  beer




@ A demand system expresses expenditures or shares as
functions of prices p = (p1, ..., pn,) and income.

share, = Z Aig(log p)Fi(log p, log(income/P)).

i=1

P is a theory based price index, F; constant for adding up.
@ The rank of a demand system r is the dimension of F.

e rank 1: homothetic demand independent of income.
e rank 2: demands are generalized linear (Muellbauer 1980).

@ Demand theory forms basis of consumer price indexes.



@ Approximate spending by flexible functions. Under restrictions
of consumer theory. eg. LES, translog.

share; = Aog + Z \jg log pg + B4 log(income/P)  (AIDS)

e p and income/P are common across groups g.
e P imposes cross-equation restrictions. Use proxy simplifies.

shareg = Aog + Z Ajg log pg + B¢ log(income/P*) + error,.

In AIDS, log P* = ZJ- w;j log p; is Stone's price index.

e errorg: omitted time varying preferences or measurement
error (less likely in scanner data).
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@ Classical estimation: T large, N, small.

e cross-section analysis: T households, one or few years.
e time series analysis: T years, average consumer.
e typical estimate using seasonally adjusted data: 2 < r <4

@ Nielsen data: (T = 469) x (N, = 108) for each s.
e budget shares have a factor structure.
shareg = F{\gz + €gt.

estimate latent F and A without using price/income data

non-parametric in economic and econometric sense.

rank of demand system in Nielsen data > 5. Why?
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Factors Estimated from Raw Data: All States
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@ Spending is concentrated in the last 6 weeks of year.

e 2 stage budgeting: incomezzg Pgqg is seasonal.

e entry-exit is seasonal: more goods introduced in Q4.

@ 3 challenges in deseasonalization
i weekly data: not exactly periodic, (Gregorian calendar).
o carliest Easter: March 23, 2008, latest easter, April 24, 2011.

o beer sales depends on whether July 4th is thursday or sunday.
ii volume and heterogeneity.

o effects of holiday events differ by regions and products.
iii short span: T = 469, but Nyears = 9.

@ 52 week differencing does not work. 13



@ Univariate (parametric) procedures: X13, SEATS/TRAMO:
developed for exactly periodic data, large sample theory.

@ Let y;; = log(sales,,) on group g in some given s.

@ Let Seas,; be some univariate estimate:
/T o — o | —
cycle,, = yg — seasy = cycle,, + seasy; — seasy

= cyclecg + (1 — 6,)seasg:.

Suppose for each g, 6, = corr(seas,;, Seas,) ~ 1.
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Ygr = cycle,, + seasy;

o seas/ [~seas seas
seasgr = Ay FTT ey
ler ~cycle cycle
cycle,, = APYUFYY 4 eg™.

@ Target variable: cycle;
o 1 Ng Ng

1
cycle, = N Z cycle,, + — Z(l — Og)seasc;
g g=1 g g=1

N,
- 1

= “oydle, + oy (1~ eg)(A;eaS'F;'eas + e;§35>
g g=1

= cycle, + (1 — 0g) A5 F7°° + 0,(1).

@ unless filter is ideal or there is no common seasonality, (ie. 6, =1 or
Ag? = 0) Ve, bottom up leaves F7* in estimate of cycle.

15
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@ Expect common seasonality in estimate of common cycle
extracted from data adjusted on a series by series basis.

i Spikes from holiday sales not fixed across years.
il Smooth functions are not good at picking up spikes.

iii Span of data is short. Finite sample bias.

@ Need some way to remove the common seasonal variations
that univariate methods fail to capture.
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@ Given goal of understanding cyclical patterns, we remove
common seasonality year-by-year using a panel approach.
This complements the univariate adjustments.

@ Since weekly seasonal effects are quasi-periodic, we use a
periodicity-free definition of seasonality.

@ Motivation: sales of group g in neighboring counties have
similar seasonal patterns regardless of county size.
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@ For each (c, g), standardize year by year, remove size effect:

log(SALESgct) — figer

O-gCT

Ygct terT.

Yget = dgct + Qgct + Ugct

= specific seasonal + correlated seasonal +cyclical.

Vv
seasonal

o Key: seasonal components d,.; and g, are predictable.
@ Treat seasonal adjustment as a prediction problem.
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- . . —_—
@ Step 1: Fourier regression: Yy on dget = resids Gget + Uget

Pd Pm
dgct = Z Br2j—15In(04) + Bi 25c08(dy) + Z Y7 2j—15in(my;) + g o;cos(my
=i J=]

- day of year, -day of month
J— ICaYAOTRY.E Al e CaYACIIMONTT ;3
where by = 2mj o= and my = 27 = Cleveland (1984).

@ Step 2: pool information across counties and years:

e predict ggc: using machine learning algorithms.

@ Step 3: Reweight and rescale:

~

Yget = Qpo + Qg1 - dgct + Qg2 * Qget + Ugct
= == ~
Xgee = log adjusted sales,, = Uger - 0gr + pigr 19



@ For each (g,s,7): predict gz based on qgct/—i-\ugct Vc € s.

@ Control for multidimensional sesaonal heterogeneity using lots
of dummy predictors using a flexible seasonality function.

e Intuition from LSDV: incidental parameter if T is short.
e Fok, Franses, Paap (2007): hierarchical structure, Bayesian.

o We let algorithms choose predictors and functional form.
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e Many (391) predictors

i (base set) date-specific dummies: holidays, sports events.
ii social-economic indicators at county level.
iii weather and location from NOAA.

iv interaction of (i) and (ii).

e Data D,, = (Ygr, Zg-)=(response,predictors)
(D1,gr, D2 gr)=(training, validation)

@ ncol(D,,) = # of predictors+1.

@ nrow (D ,,) = (469 — weeks in year 7) x NZ.
21



a. Pooled OLS, non-regularized, no averaging.

b. LARS type algorithms.

e average over sequentially constructed predictions.
e solution path similar to Lasso.

o learner = linear model. Averaging reduces bias.

c. Random forest/bagging type algorithms.

e average over predictions from randomly chosen predictors.

o learner = regression tree. Averaging reduces variance.
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@ Largest change: shares in 'insectisides’, 'ice’, 'stationary’,
'candies’, 'fragrance’.

@ Value added of Step 2: Evaluate R? of

Yget = Qpo + Qg1 - dgct + Qg2 * Qgct + Ugct-

Average of R?

method mean median max q75 25 min
Fourier 049 0.49 091 0.60 037 0.14
OLS 0.50 0.50 091 0.61 037 0.14
Lasso 0.52 0.53 091 065 039 0.14

Random Forest | 0.54 0.55 091 068 0.39 0.14
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Rz of regression with ML + Fourier

Incremental Predictive Power of Random Forests
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Factors Estimated from Raw Shares: All States
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ALL : corr(F2 ,RCCl)= 0.829 corr(F2,bloomberg)= 0.783
Corr with LIQUOR:0.27308

Corr with VEGETABLES-FROZEN:-0.63004
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ALL : corr(F3 ,D(RCCI))= 0.740 corr(F3,D(BCCI))= 0.686
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@ Product and regional level information at weekly frequency
make the data unique.

@ Which product groups are recession-proof? (group,week)
panel regression:

shareg: = ap + a1 Fo rr + + errorg,
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VEGETABLES-FROZEN =

PASTA =

VEGETABLES - CANNED =

BREAD AND BAKED GOODS =
CONDIMENTS, GRAVIES, AND SAUCES =
GUN =

BAKING MIXES =

PIZZASNACKSHORS DOEURVES-FRZN =
PREPARED FOOD-DRY MIYES =

SALAD DRESSINGS, MAYO, TOPPINGS =
SHORTENING, OIL =

TABLE SYRUPS, MOLASSES =
VEGETABLES AND GRAINS - DRIED =
FLOR =

SUGAR, SWEETENERS =

PICKLES, OLIVES, AND RELISH =
PREPARED FOOD-READY-TO-SERVE =
CRACKERS =

BAKING SUPPLIES =

DETERGENTS =

PETFOOD =

UNPREP MEATIPOULTRYISEAFOOD-FRIN =
TOBACCO & ACCESSORIES =

SEAFOQD - CANNED =

CEREAL =

CARBONATED BEVERAGES

PUDDIN

a; < 0 (countercyclical)
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FENNINE HYGEENE =
HOUSEHOLD SUPPLIES =
FRESHENERS AND DEODORIZERS =
AUTONOTIVE =
HOUSEWARES, APPLIANCES =
BABY NEEDS =
WRAPPING MATERIALS AND BAGS =
LAUNDRY SUPPLEES =

HARDIARE, TOOLS =

I =
INSECTICOSPESTICOSRODENTICDS =
BREAKFAST FOODS-FROZEN =

WNE =

VITAVINS =

EGGS =

YOGURT =

SNACKS, SPREADS, IPS-DARY =
LIGHT BULBS, ELECTRIC GOODS =
COFFEE =

MENS TOLETRIES =

DEODORANT =

FRESHEAT =

SEWING NOTIONS =

T0YS & SPORTING GOODS =

ORAL HYGENE =
FRAGRANCES - WOVEN =
DESSERTSIFRUITSTOPPNGS-FROZEN =
MEDICATIONS REMEDIESIHEALTH AIDS =
SOFT DRINKS-NON-CARBONATED =
PET CARE =

ICE CREAN, NOVELTIES =

CANNING, FREEZNG SUPPLEES =
BABY FOOD =

COOKIES =

GLASSWARE, TABLEWARE =
COSHETICS =

HAR CARE =

LK =

DRESSINGSISALADSPREP FOODS-DELI =
LIQUOR =

[

L)

a; > 0 (procyclical)

4%
[ ]

04

0.6
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@ Which counties are more exposed to aggregate risk?

e food-in: frozen and canned vegetables, pasta, bread,
condiments and sauces.

@ luxury: liquor, prepared food, milk, hair care, cosmetics.

@ (week, county) panel regressions:
food-ings = a1 + axFo re e + a3F3 rEe + errorg

luxury., = a1 + axFo rr,+ + asF3 rr ¢t + errore

use R? as measure of exposure to common shocks.
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log(food-in sales) in LA County, CA
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Share of Food-in Least Exposed County
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county | CA FL NY X
Most sensitive
1 santa barbara miami-dade rockland montgomery
2 los angeles broward nassau dallas
3 orange organge kings travis
Least sensitive
1 sutter sarasota seneca callahan
2 kings hamilton lewis willacy
3 humbodt lafayette broome  bexar

urban and densely populated counties are more exposed to

aggregate shocks.
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@ Methodology: A two-step approach that uses algorithms to
detect the common information across counties and groups.

e other applications: predict county level employment using

information at neighboring counties.

o Tweedie-Efron likelihood approach: Koenker-Gu, LMS.
@ Empirical Findings

e Seasonal variations dominate the data, but adjusted data
have two cyclical factors: level, and slope factors.

o Recession-proof analysis of product groups and counties.
@ Food-in group and urban counties most sensitive to I?g
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Food-in= frozen and canned vegetables, pasta, bread, sauces.

6 lags
n @ 6. @ 6
hline state | food-in (1) +rcci (2)+F (2)+F (2)+F+F
CA 0.742 0.744 0.885 0.781 0.901
FL 0.562 0.567 0.666 0.587 0.670
NY 0.497 0.511 0.846 0.643 0.853
X 0.638 0.641 0.805 0.655 0.854

I/-_\z, 1?3 predict share of food-in, but not RCCI.
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Orthogonal Impulse Response from F2
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® FEVD at h=12: 44% own lags, 48% F» gr.

@ RCCI accounts for little of variations in food-in even in bivariate VAR.

41



Share of Luxury in Least Exposed Gounty
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