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Background and motivation: Using 
large databases of heights to 

measure well-being 



Anthropometric 
history 

•  Controversial 1974 
book claimed material 
well-being of slaves 
similar to free people 

•  How do you measure 
material well-being 
without information on 
earnings? 



Stature as a measure of living standards 

•  Changes in average stature of a population 
reflects net nutrition during growth period 
(0-20 years) 

•  Reductions (improvements) in net nutrition 
can come from 
– Lower (greater) food consumption  

e.g. price of food rises (falls) 
–  Increased (reduced) physical exertion 

e.g. Children working more (less) on farms 
during adolescence 

–  Increased (reduced) incidence of disease 
(particularly infectious disease) 



Nature of Research on Stature 
•  Height ‘potential’ of most large populations is 

comparable  
•  Need individual-level evidence but in the end 

address the dominant tendencies of a 
population  

•  Organize by birth cohorts 
•  Large samples needed because genetic 

variation is strong but largely uninteresting.  
•  Also some effects stronger than others: eg 

cohort change is glacial but class differences 
huge implying methodological challenge 

•  Rely heavily on military and prison sources 
 

 



Key findings in anthropometric history 

•  “Antebellum puzzle”: Despite rising incomes, the 
average stature of American men shrank between 
1820 and 1840 

•  “Industrialization is hazardous to your health”: 
Despite rising incomes average stature stagnated in 
1880s and 1890s in many European countries. 

•  “Peculiar population”: American slaves severely 
stunted as children, but stature recovered in 
adolescence and adulthood 

•  “Tallest in the world”: Plains Indians were vey tall 
despite population decline  



Background and motivation 
 

NZ anthropometric history 



Our long-term research agenda 

•  How have health and biological standards of living 
changed in New Zealand from c.1850 to the 
present? 

•  How have differences in health between the 
indigenous Maori population and European settlers 
changed from c. 1850 to the present? 

•  How do biological measures of living standards 
confirm or refute measures of New Zealand 
economic growth based on income data? 

 



3. Trends in stature in New Zealand 



Decline and divergence 





•  Health disparities for Māori emerged several 
generations after colonial settlement  

•  Similar findings to US historical studies that 
mortality risk rises for BMI above 28 (higher end 
of overweight and obese) 

•  New Zealand data for World War II suggest a 
significant reduction in mortality risk between 
cohorts just 25 years apart. Being overweight is 
less risky than it used to be [at least for mortality] 

 

What we’ve found so far 



Limitations of our current sample 

•  ~20,000 records [reasonable size in this 
literature] 

•  Can’t do too many interactions in our models 
– Did Māori do better or worse in particular birth 

cohorts? 
– Did class differentials vary across time or ethnicity? 

•  We did not collect combat exposure 
information 
–  (service history sheets) 

•  Nearly a thousand women served [as nurses] 
–  It would be great to include them 





What are these? 

And what do they have to do with these? 



Or in fact these? 

Or these? 



Or even these? 

Or these? 



These are all images from  
research projects that rely on  
analysis of complex images  

and pattern recognition capabilities  
that are currently beyond  

computer algorithms! 



Which is better at spotting the tiger? 

A computer?  Or a five-year-old child? 

Human Bra
in !

A computer?  Or a five-year-old child? 

HuHuHuHuHuHuH mananananannnn BrBrBrraiaiaiiaia n







Lots of star formation so 
mostly (but not all!) blue-ish. 

 

Older star populations so 
mostly (but not all!) red-ish. 

 

Amazingly, only two basic galaxy shapes – but very complex, no two are the same. 

Spirals Ellipticals 

Classifying: another human evolutionary tic 

Historically, astronomers would classify galaxies 
“by eye” even when 10,000 images! 
But what about a million galaxies?? 



Astronomy as example of data flood 

1980 – Palomar Sky Survey:  
10,000 galaxies 

One expert can classify galaxies 
visually. 

 
2000s - Sloan Digital Sky Survey: 

 
~1000000 galaxies 

Need computers 
to process that 

much data! 

2.0 meter Sloan Digital Sky Survey Telescope  
Apache Point, New Mexico 



But how can we “computerize” 
the best algorithm that can 

process complex data?  

Crowdsourcing!!
!



Galaxy Zoo launched in 2007 inviting public to classify galaxies  

In 1.5 years, 35 million classifications by ~150,000 users 
Roughly 3.3 continuous person-years! 



Tutorial: Simple, divisible tasks 



Schawinski et al. 07    
(1 student, 50000 galaxies) 

The first two days! 



Public outreach and media presence  
 to engage broad and large audience 



• After ‘cleaning’ raw clicks:  

• 34,617,406 classifications by 82,931 users 

         Roughly 3.3 continuous person-years! 

Days since launch 

0       100            200   

Total classifications 
40 million 

20 million 

First six months 

893212 objects in sample 



Combining clicks 

Galaxy Classification – now as probabilities! 

Selecting for spirals 



The case for crowdsourcing your research! 
The scale of the problem – what do we do with 40 Tbytes a day? 

-  Largest professional classification is only ~5% of SDSS 

-  Galaxy Zoo provided 3.3 person years in first 6 months 

(Measurable) Accuracy – wisdom of the crowds 
 - Multiple independent classifications give us an estimate of error 

 - For a set of noisy data, enough inexpert classifiers will produce  more accurate 
classifications than an expert classifier (where ‘enough’ depends on how noisy the data, 

and how inexpert and expert the classifiers).   

OK – BUT!!  
1.  Can we apply this to research 

beyond galaxy zoo?  
2.  Can we get the attention of the 

crowd? 



The Data 
Deluge 

Not just Astronomy 
suffering  from Big Data! 

BIG DATA!! 



Moving Beyond Galaxy Zoo 
•!“Information age” = Data Intensive Research 
Researchers overwhelmed with data sets from many 
different sources 
•! Data captured by instruments 
•! Data generated by simulations 
•! Data generated by sensor networks 
•! Data generated through digital recovery methods 
 

eScience is also the technological backbone 
that enables today’s Citizen Science 

•!  eScience is the set of tools and technologies to support 
data federation and collaboration 
•! For analysis and data mining 

•! For data visualization and exploration 
•! For scholarly communication and dissemination 



Types of Citizen Science  
1.   Passive –  distributed computing so no involvement from 

volunteer other than their computer (SETI@Home, 
Einstein@Home) 
 

2.   Data Collection – distributed sample collection/
observation (bird counts, variable star observations, 
weather data, community-based documentation) 

–  “Classic" citizen science solving the need for distributed 
sensors as well as current internet-enabled data collection 
projects.  

 
3.   Data Analysis -  distributed data analysis: enabled by the 

internet (Zooniverse, FoldIt!) 
–  Solution to large amounts of complex data where volunteers 

are part of data-processing pipeline for complex systems e.g. 
pattern matching 

Moving Beyond Galaxy Zoo 





•! Whale FM: Listen to whale calls to decode their 
language

10,000
volunteers

whale.fm

classifications 

150,000





Old Weather: Ships logs have a similar data structure 
and transcription issues to military personnel files 

•! Old Weather: transcribe the logs of WW1 vessels as they 
travel the globe, collecting valuable climate data

 25,000 volunteers
1,000,000 pages  

 

oldweather.org



Ancient Lives Project: transcribing 2000 year old papyri 
fragments from Oxyrhynchus, Egypt. Partnership between UMN 
and Oxford, UK. 

300,000
volunteers

classifications 

100m



Ancient Lives Project: UMN developed the pipeline to turn clicks into 
consensus into transcribed text that can be edited & curated. 

Centroiding raw 
clicks and 

aligning centroids 
to factor out 

scribe’s slant.  

Identifying most probable 
letter with each centroid. 

Annotation and curation tool 
displaying original image and 
consensus transcription that 
can be edited or augmented 

with metadata. 



Anatomy of a Zooniverse Project 



Data analysis tools - enabling volunteers to explore the data: 
tools.zooniverse.org 

Anatomy of a Zooniverse Project 



Division of labor on Operation War Diary 
Each box is individual person 

Size of box is proportion of total classifications and transcriptions 



Most of the work being done by relatively 
small number of citizen scientists! 

 
How do their insights and knowledge 

reach the research teams? 



“There are known knowns. 
These are things we know that 

we know. There are known 
unknowns. That is to say, there 

are things that we know we don't 
know. But there are also 

unknown unknowns. There are 
things we don't know we don't 

know.” 
 

Donald Rumsfeld 
 

Classes of Knowledge Discovery  



Known knowns : Primary 
task. Data reduction by 

science team. 

Known unknowns : Related 
to primary task. Results 

funneled to specific 
researchers. 

Unknown unknowns : 
Serendipity. Currently rely on 

forum moderators to filter. 

Classes of Knowledge Discovery:  



Accelerating Knowledge Discovery:  
•  Old-fashioned “linear” forum tool couldn’t support 600,000 

people over multiple projects with different levels of 
engagement discussing their finds 

o  Scientists could not easily find serendipitous 
discoveries posted on the forum 

•  The social media (communication activities) not totally 
integrated with data filtering activities. 

o  Lack of “easy-transfer” between primary task and 
forum ended up losing people on both sides 

Want to make the most out of user’s desire to conduct 
their own research and accelerate knowledge discovery. 



Key is in communication with and 
between volunteers:  

•  Develop “object oriented” discussion tool linked directly 
from classification task 
o  More engaging: integrates social media aspects 

including tagging, creating and sharing collections, 
discussing observations with peers and team 
researchers 

•  Develop a Citizen Science Journal allowing users to 
publish their work 

•  Develop more advanced volunteer-based research 
enabling tools  

“talk.galaxyzoo.org” 

“letters.zooniverse.org” 

“tools.zooniverse.org” 
Beta 
version

!!

Beta 
version

!!

Each p
roject

 

has ow
n 

“talk” 
URL!



Talking in the Zooniverse 

“Talk” entered directly through “talk” website shows boards, collections... 



Citizen scientists have asked a lot of questions about the “objects” (pages in 
personnel files). We’ve been responding! 

 
“Talk” entered through classification interface provides “microblog” or “tweet”-

like comment box. 
 
   
 

Talking in the Zooniverse 



What Zooniverse does and will do 
•  Large volume of complex images – big data challenge 

–  Crowdsourcing - Human processing in combination with machines 
– is one solution 

•  Zooniverse: largest crowdsourcing research platform 
–  Research across multiple domains and data formats 
–  At the same time we do research on the science of crowdsourcing 

(how to optimize human-machine partnership -> optimizing human 
attention and cycle of machine learning) 

–  Provides education opportunity for millions of members of the 
public as well as in formal education 

•  “Talk”: tool to engage volunteers in collaborative discovery 
–  Resulting in several publishable discoveries at the same time as 

encouraging further engagement in projects 
•  Future: the Zooniverse has developed a “Do it Yourself” 

API that will allow anyone with a good chunk of data to put 
forth a Zooniverse project as easy as putting out a blog  
        [on a webserver you manage yourself].   
 
           https://github.com/zooniverse/scribeAPI 





What Measuring the ANZACs will do! 

•  Partial transcription of all 140,000 files 
– Millions of images!  
– Multiple pages and forms per file 

•  Classify page types 
•  Capture data from attestations (enlistment), 

service histories, and death notifications 
•  Timely public history engagement with 

community 
– Aim: Finish by end of the war’ ‘s centenary 



Who are you and where 
are you from? 
 What’s your job? 
 
How can we contact 
Mum & Dad or your 
Missus when you die? 
 
Ever served before? 
 
Do you swear to obey 
orders? 
 



Service (Where did he 
go? What did he do? 
 
Wounds 
 
Sickness 
 
Death 
Prisoner 
Discharge 
 



Measuring the ANZACs data structure 
•  147 variables/fields/columns from source 

material 
– Some variables describe categories of events that 

can occur multiple times 
•  Sick, wounded, transfers between units, entering new 

combat zone 
 

•   You only die once 
•  6 different document types to identify 
•  Paradata : Data about the transcription of each 

element 
–  17 elements of paradata about each transcription or 

classification! Includes who, when, X/Y co-ordinates 
on page 

•  Significant automatically generated metadata 





Future questions for our research team 

•  Effect of short-run events on long-term health 
– Russian flu epidemic (1889)  
–  1893 depression 
– Did the 1893 depression have different effects in 

different places 
•  Expanded sample linked to vital records 

– With history sheets, effect of wounds on later life 
health 

•  Link British-born troops to existing collections of 
complete British census records 

•  Better identification of Māori in sample with 
names of next of kin 



Potential questions for other researchers 
•  Migration  - where were people born, enlist, 

where were their parents? 
–  Imperial and local connections 

•  Social networks. Who served with whom and 
how were they connected?  

•  Women in the war: 626 nurses + other 
auxiliary health care aides 

•  Māori / Pākehā inter-marriage – limited marital 
registration of Māori before 1913.  

•  Descriptions of the body: Tattoos, wounds 
•  Deviance and discipline from History sheets 
•  Structure of military careers 



Potential for more demographic research 
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digitized from 
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manuscripts 
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Growth of Public-Use Microdata  

We are Here 

Growth of public-use census microdata 








