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Abstract Our study examines innovations of new drugs in the
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with very little evidence of positive cross-counkpowledge
spillovers.

The authors gratefully acknowledge funding for thisject from the NBER Project on Location
of Biopharmaceutical Activity. We thank participarf the 2006 Roundtable for Engineering

Entrepreneurship Research for useful comments.



1. Introduction

What effect does location have on the nature ofirthevations generated? A thriving literature
has addressed this phenomenon, identifying a yawétmechanisms that account for it.
Agglomeration economies enable increased prodtgtasnong local firms (Krugman, 1991;
Romer, 1986). The National Innovation Systemsrditee (Lundvall and Maskell, 2000;
Mowery and Oxley, 1995; Freeman, 1995) has focusehtion on the importance of the
historical and ongoing development of national itnsbns and policies, especially the
development of a research infrastructure includingyersity scientists, to the innovativeness of
a country’s industrial sector. The supply of keputs, such as knowledge or venture capital, is
especially rich in certain locales (Florida and Key 1988). Importantly, innovation-enabling
knowledge is often tacit with limited or slow diffion outside a specific geographic area
(Audretsch and Feldman, 1996; Jaffe, et al., 1888Iman, 2000).

It is striking that most of these explanations@mehe supply side for innovation, focused
on inputs needed for inventions. Yet, historicaligre has been a vigorous debate in economics
as to whether innovation is indeed driven fromghpply side, the “technology push” argument,
or rather from inventor anticipation of consumeed® the “demand pull” argument (Mowery
and Rosenberg, 1979; Rosenberg, 1974). Our stralysdirom these historical arguments for
the two-sided nature of technical change to idgrdémand-side mechanisms that account for
the impact of geography on innovation. In par@aculwe argue that information about
anticipated demand can be as complex and tacihawl&dge inputs, with comparably limited
diffusion outside the local region.

This study addresses innovation in the pharmazauiindustry. The period for drug
innovation is quite prolonged, with roughly a dezadapsing between the patenting of a new
molecule and its initial sales to doctors and pésie The more downstream parts of this
innovation process are highly globalized. Drugowations have long been launched and sold in
multiple countries (Kyle, 2006). In recent yeagsen clinical trials of new molecules have
begun to migrate outside the initial country ofcdigery (Cockburn, 2006; Berndt, Cockburn,
and Thiers, 2007). Our study examines the mostireggs and strategic portion of
pharmaceutical innovation — the selection of whpchducts to innovate. Our finding that the
pattern of innovations is highly localized is amising counterpart to evidence of downstream

globalization, but is not inconsistent with them.



The plan for our paper is as follows. The nexitisa reviews the literature on the
origins of innovation and the mechanisms for lazdi clustering of innovation, and presents
hypotheses for innovation. The third section paesi institutional context for arguments that
demand is tacit information with limited diffusi@eross countries. The fourth section discusses
data and measures, notably the patent data we wsms$truct measures of technology-push and
the sales data we use to construct measures ofndepudl. The fifth section estimates the
contributions of the local and non-local technokpggh and demand-pull measures as
determinants of the pattern of discovery for eveeyv pharmaceutical molecule launched by
firms in leading countries between 1992 and 200&. fid strong and consistent evidence of
innovation patterns that respondslécal demand and technology, but either ignore or avoid

foreigncounterparts. The sixth section provides conchssio

2. Theory and Hypotheses: the Originsand L ocalization of Innovation

Existing theory relating to the drivers of innowatifalls into two general categories:
technology-push and demand-pull. Technology-ptsbries of innovation focus on the supply
of science inputs, as well as the institutions thgiport science and knowledge generation, as
the main determinant of the amount and types afvation that occur. Demand-pull theories of
innovation focus on the potential revenues for watmn and predict that the amount and
composition of innovative activity is a responseskpected pricing and diffusion of innovation.
While early efforts to understand the pattern amdctions of technological change focused on
demand as a primary driver of innovation pattennd eonsidered the state of technology and
knowledge in a supporting role (Griliches 1957, r8obkler 1966), later work highlighted the
importance of technology and technical knowledg@rasary drivers of technological advance
(Rosenberg 1974).

The central argument in this paper is that whiléghbtechnology and demand are
important drivers of innovation, existing work hased to recognize the nuanced nature of the
demand-pull incentive. Specifically, the dimensairiocalization, which has been addressed at
length with respect to technology drivers of inntima, has been ignored with respect to demand
drivers. In the remainder of this section, we egwithe theory and major works that address

various theories of innovation: technology-pushmded-pull, and localization. We contribute



to this body of theory by considering the implicais of geography for the demand-pull theory

of innovation and suggest the importance of “taggimand.

2.1 Technology-push innovation

The “technology push” category of theories focuses the relative technological
opportunities and costs of innovation. The exgstate of technical knowledge facilitates the
very conception of new technology, as well as #lative ease of inventive activity across areas
of technology (Rosenberg 1974). Central to theooesechnology-push is the argument that
innovators are heterogeneous in their ownershipteshnology assets and that technical
knowledge is not costlessly or readily transferadteoss inventors.  Prior experience and
technical knowledge assets at the firm level, aé agethe technological base in the surrounding
environment, greatly facilitate the creation of néschnical knowledge (Jaffe, Trajtenberg,
Henderson 1993, Almeida 1996, Teece 1982, 1995uKagd Zander 1992, Scott Morton 1999,
Nerkar and Roberts 2004). Understanding existuimglmental principals and expertise from
prior research decreases the difficulty of innawatin the same area and in technically related
areas. An improved technological base improvesathibty to productively focus search, to
more efficiently search, and to speedily develop menovations (Nelson 1982). Access to
existing technology therefore lowers the cost ofl amcreases the productivity of innovation
efforts, and thereby guides and influences curmenbvation, and results in variance in the
pattern of innovation results.

This literature suggests that differences in inmiova patterns across countries are
established and remain because of past and cir&ddtinvestments and supply-side policies of
economic institutions in the country. The pattefnpador technology outcomes in a given
country provides a reasonable proxy for the avialégchnological base generated by the system
of institutions. Consistent with substantial priterature, we expect that differences in the
established technology base will predict differenicethe pattern of new innovations.

Hypothesis 1: Innovations in a particular technieaéa are more frequent when

the historical experience with that particular techogy is larger.
2.2 Demand-pull innovation

A second stream of research, beginning with semiwaks by Griliches (1957) and

Schmookler (1966), has demonstrated the relatipnsétiween the revenues from innovation, or



demand, and the pattern of innovations (also seeeR@990 and Grossman and Helpman 1991).
Rather than focusing on the existing technologyehas the driver of innovation patterns, this
“‘demand pull” theory of innovation highlights thenportance of expectations about market
demand and competition.

Schmookler (1966) specified and demonstrated eogtlyithe importance of the changes
in the composition of demand as a driving factorinmentive activity. For example, in his
analysis of the railroad industry, Schmookler urezed a pattern of inventive activity that
appeared to respond to increases in the purchasailafad equipment. Based on this and
similar evidence from other industries, he argueat the variation in and the composition of
inventive activity is (at least partly) induced bgriations in demand. Other early empirical
work examining the relationship between demand mmdbvation patterns is reviewed and
critigued in Mowery and Rosenberg (1979). Thesb@s comment that it is difficult to draw
systematic conclusions from many of the early gsididue to differences in methodology,
inconsistent measures of demand, and specificalimkéng necessary controls, for example for
technological or opportunity set changes.

More recent work in this vein includes Newell et(@999), Popp (2002), and Acemoglu
(2002). In a study aimed at evaluating the eftdaiemand for drugs of different types on the
supply of new drug innovations, Acemoglu and Li29d4) examine the pattern of new drug
innovations approved by the FDA. The authors es@nthe relationship between exogenous
changes in the pattern of U.S. demand across thatiapareas (brought about by changes in the
composition of the population over time and theiataon in drugs demanded by different age
groups) and the pattern of drug innovations actiossapeutic areas. They provide evidence that
the pattern of innovations across therapeutic categ) is positively associated with the pattern
of changing demand for drugs. This suggests thatrpaceutical firms anticipate exogenous
changes to demand and respond by reallocating ativovto meet demarfd.

We are similarly interested in the relationshipwesn the pattern of demand across
therapeutic areas and the pattern of drug innavatids in this earlier work, we expect that
therapeutic areas with greater expected salext®&D efforts, and therefore will contain a

greater number of innovations. Out test will beostyer, in the sense that we control for the

! The formal and empirical model in that study assuhat the technological opportunities and expesdi®
constant across time for a given therapeutic anegthe authors do not examine the possible roddafging
technological expertise in determining the pattd#rmnovations.



exogenous (common) technological opportunity irherdpeutic area as well as the country-
specific technological expertise.

Hypothesis 2: Innovations in a particular technieaéa are more frequent where

the anticipated demand for that particular techrgpias larger.
2.3 Localization of Innovation

Our work differs from prior work first by considag both demand and technological
drivers of innovations, and second by focusingrdgitb@ on the localization of botbf these
factors. We define localization as the importanteegional boundary. This is in contrast to
globalization, or access to resources and knowléagepective of national affiliation. While
geographic proximity may play a role in localizati(resources within a firm’s home country
may be geographically closer than resources outsitlee country), we do not view distance per
se as of primary importance. Consistent with théiddal Innovation Systems literature, we
regard differences across country level institigias the major determinants of “proximity” and
“distance.”

Literature examining geographic agglomeration amal henefits of proximity to either
specific resources or related firms has focusethemole of knowledge and knowledge diffusion
(Feldman 2000, Audretch and Feldman, 1996; Jaffealet 1993; Zucker et al., 1998).
Theoretical justifications for the benefits of pmmy include the necessity of face-to-face
interactions for the transfer of tacit knowleddee tenefits of local network connections, the
ease of labor mobility within localities, and cullsimilarity that promote knowledge exchange
within regions. Due to the tacit nature of knowledgroximity provides an advantage for
knowledge transfer and allows firms to capture miarewledge spillovers, and therefore can
lead to geographic clustering of industries, sasi@ifirm advantage, and persistent differences
across regions and countries (Furman et al. 200&yearch on localized industry “clusters” has
demonstrated that industry-specific knowledge dgyelnd largely is retained in geographically
concentrated locations (Porter 1990). Consisteith whe “technology-push” theory of
innovation, this literature predominantly views theowledge inputs of innovation as the force
driving location decisions and agglomeration bagefi

Empirical evidence on knowledge flows has demotedrdocalization of knowledge
spillovers among firms and from other researchitutgdns, such as universities. For example,

Jaffe (1986) demonstrates that firms’ patents, ifoand Tobin’'s Q are increasing in the



knowledge spillover pool available from other firmgaffe (1989) documents the knowledge
spillover benefits that accrue to firms that areated near a university, providing additional
evidence of proximity in determining the pattern lofowledge spillovers. Similarly, Jaffe,
Trajtenberg, and Henderson (1993) and Jaffe angeftaerg (1996) show that patent citations, a
common measure of knowledge flows, demonstrate rgebgally localized diffusion, with
citations occurring more frequently and more quickl geographically proximate follow-on
innovation. The authors conclude that geograplogiprity is associated with greater knowledge
diffusion. Note that all of these findings aretbe supply side for innovation.

These findings regarding the localization of knayge flows have been cited as an
important reason underlying the spatial clusteohgqnovation (Audretsch and Feldman, 1996).
To the extent that inventors are exposed to sinkifeowledge, and that knowledge facilitates
future innovation, then the pattern of such innmratshould be more similar, or isomorphic,
across inventors in a particular locale than acdistant inventors. Consistent with this prior
literature, we expect that the technology base ithahost proximate to firms will have more
influence on their pattern of innovations than maistant technological expertise.

Hypothesis 3: Local technological expertise haseatger (positive) impact on

innovation than distant technological expertise.

Furman et al. (2002) consider the “demand condstiaoma country as one determinant of
what they call “national innovative capability,”dimding the possibility that the demands of the
customers in a firm’s home country shape the iricesitof the firm to innovaté We contend
that this is particularly true when the nature efmdnd is complex and intertwined with the
institutional environment of the country. When govnent policy, cultural norms, and history
dependent relationships among institutional actorshe economy play a significant role in
determining the pattern of demand, then demand rwitecal component of the national
innovation system. Firms with routines and systeimst are complementary to a given
institutional environment will be at an advantageerms of understanding and anticipating the
pattern of demand. Section 3 details why the phaseutical industry is one in which demand
conditions are intertwined with the institutionaveeonment of a country, and therefore difficult

to comprehend and anticipate for foreign firms.

2 Furman et al. (2002) don't explain why firms bagedther countries would be unable to respondii®demand.
In the empirical exercise, the authors do not aergpatterns of demand.



The foreign direct investment literature recognizbe potential for difficulty in
understanding foreign markets. EXxisting work chisazes the motivation to invest abroad as
two-fold: firms may seek to exploit a unique cafibithat they possess by expanding their
reach, and/or firms may invest abroad in seardknofvledge, technology, or capabilities which
they intend to acquire (Chung and Alcacer, 200t®all, 1989; Almeida 1996). This latter
motivation recognizes the difficulty of knowledge technology transfer across borders —
effective transfer often requires the interactiomd anvolvement that accompanies direct
investment due to the tacit nature of such knowdefi¢ogut and Zander, 1992; Almeida and
Phene 2004). Consistent with this, Feinberg angt&(2004) demonstrate that the location
choice of R&D-related foreign direct investmensensitive to the desire of a firm to tap into the
spillovers available in a particular locality. Bgcating R&D activities in areas with a more
substantial potential spillover pool, the firm iBleto realize the additional benefits of its own
R&D as a means to assimilate some of the availapikovers. This work is typical of such
foreign direct investment research in the senseitlmamains focused on accessing the research
knowledge inputs to the innovation process.

The same challenge applies to developing an uradelistg of the demand characteristics
of a foreign market. Similar to the difficulty sccessing technological knowledge, firms may
have difficulty accessing, comprehending, and makzing the market demand in
geographically or institutionally different market&s we detail in the next section, foreign
markets have characteristics that are difficulblbgerve from the outside, and knowledge about
these characteristics is difficult to transfer. dimedge of local market characteristics is
therefore somewhat “sticky” or “tacit”, giving the$irms immersed in the market an advantage.
This provides a locational advantage in additioa¢oess to research knowledge — access to the
tacit knowledge concerning the demand in the targeket.

The fundamental question here may be seen as aofesiow globalized the
pharmaceutical industry is, or, alternately, whethe home location of a firm affects the firm’s
pattern of innovations. In a truly global markete would expect firms to respond to demand
uniformly, regardless of where that demand origgeat To the contrary, we expect that the
pattern of innovations in a country remain drivemyarily by the demand pattern in the home

country or “proximate” markets, and respond lesthéopattern of demand other markets.



Hypothesis 4: Local anticipated demand has a gre@tesitive) impact on

innovation than foreign anticipated demand
3. Tacit Demand: Difference and Complexity in Country Demand for Drugs

We argue that the tacit nature of knowledge ab@mahd accounts for a significant
portion of observed clustering and localizationtla country level for innovation of new
pharmaceuticals. For our argument to be compelting pattern of demand for drugs must be
significantly different across countries. For ¢&rsig to occur at the country level (rather than,
say, the regional level), pharmaceutical demand meiplausibly similar among consumers and
regions within countries. Finally, country demamaist also be sufficiently complex that it
cannot be readily codified and transferred to firmsther countries. In this section, we provide
various examples of pharmaceutical demand acrasstroes that illustrate these cross-country
differences, within-country similarities, and syste complexities.

One significant source of difference and complexdtly pharmaceutical is the country-
level institutions that underpin drug consumptiorhese institutions include safety regulations,
price regulations, health insurance regimes, coesunfiormation regimes (including marketing
to doctors and direct advertising to patients), palitical lobbying arrangements (including the
absolute and relative power of drug firms, doctansl hospitals, insurance organizations, and
patient groups). A second source of difference@mdplexity for pharmaceutical demand at the
country level is social culture. Medicine, and #esociated pharmaceutical industry, is deeply
embedded in social culture (Payer, 1996). Meditsnphysically invasive, and confronts norms
and ideals for the body and physical being. Heahle outcome of medicine, is central to
personal identity. And the great cost of medidiaises fundamental questions of status and
social structure. We illustrate below the impoda of social culture with brief discussions of
three central dimensions: hierarchy versus egaliieam, collectivism versus individualism, and
risk tolerance.

The prolonged time period of drug innovation makeslerstanding of anticipated
demand particularly important, and thus understandihe economic institutions that underlie
that demand. The process for innovation of newgslrspans many years — on average over a
decade. Molecular compounds must be generated, pgheperties studied, pre-clinical tests
must be conducted on animals to verify safety affdceveness, clinical trials must be

conducted on humans for further verification, firgproval must be given by regulators,



insurers must be convinced to cover and propeibephe resulting innovations, and marketing
must roll out a new product and change the behafialoctors and patients. Drug innovators
must therefore not only understand existing econangtitutions, but must be able to accurately
forecast the nature and performance of these utistis a decade or more in advance.
Understanding the underlying political and socidtwre of a country is central to such forecasts.

We note that our study uses actual country revefaresmpirical tests, and does not seek
to explain why these revenues achieve differenglein different countries. We do not deploy
measures of institutions or culture that might uhelethese recorded demands. It is our
interpretation of our empirical results that motes our brief discussion of institutions and
culture. These interpretations are plausible sg s it is credible that these observed demands
are complex, different across countries, and smwighin countries. We therefore stress that
we do not seek in this study to analyze the originthe observed differences across countries in
the demand for new drugs.

3.1 Economic Institutions for Drug Demand

Domestic markets for consumption of pharmaceutiea¢ésunderpinned by a variety of
economic institutions. First, most pharmaceutezaisumption is paid for by health insurance.
Insurers decide the coverage and pricing for dru@bkeir decisions determine the uptake and
diffusion of drug products, and how drugs are comadiwith other inputs for medical care for
treatment of patients. Second, drug prices aralasgd by governments. In markets where
government provides health insurance, drug pricessat through direct negotiations between
governments and pharmaceutical firms. Even wharg girices are determined in private
markets, regulations extensively impact prices l{sas through of entry by off-patent generic
products and parallel imports). Third, routines foarketing and distribution of drugs are
heavily regulated. Fourth, new drugs must pasboe#e pre-marketing safety regulations.
These regulations govern not only attributes ofjdrthat may be marketed, but also the clinical
trials that document those attributes.

All these institutions are predominantly determiradhe country level, with profound
differences across countries and less differend¢biwi Consider, for example, the extent to
which patients are informed about possible drugtinents and influence the choice of
treatment. In the United States, the Food and dinistration allows advertising of drugs

directly to consumers. Drug firms engage in lasgale media advertising in the USA, alongside



traditional marketing to doctors (Calfee, et alp20Ling, et al., 2002). American patients

consequently have significant knowledge of possiieg treatments and exert considerable
influence over doctor prescriptions of medicinds.contrast, in Japan patients have vastly less
understanding of drug consumption options andildisence over their own care. The per-visit

structure of national health insurance paymentyiges incentives for Japanese doctors to
minimize time spent with patients, and any provisif information to patients. The vast

majority of drugs are dispensed directly to pasdmy doctors themselves, without prescription
or use of a retail pharmacy. Direct-to-consumevedtsing of drugs is banned. As a

consequence, Japanese patients often do not kremtlyewhich products they are consuming or

why.

The economic institutions that exist in a countng anderpined by social culture,
because these institutions are chosen in accordamite dominant public values. This
underpinning gives consistency and complementatypss various economic institutions. For
example, the political and social culture of theitblth States is far more individualistic and
egalitarian than Japan. These cultural traits gneater value to patient choice and to a more
equal role of patient and physician in health garthe United States. The different economic
institutions in the United States embody these egliand in a complex, interactive manner
reinforce the relative power of patients in deterimg drug consumption.

The institutions underpinning demand for drugs @spnt a complex and dynamic
system. The social and political cultures thanemwlite these institutions are even more
complex and poorly codified constructs. Knowleddp®ut pharmaceutical demand is arguably
highly specific to individual countries and congtis tacit information. Scientists who live in a
particular country will understand this tactic infwation, while foreign scientists will not. We
note that the pharmaceutical industry differs fromost other industries both in the great
importance of national economic institutions angutations for consumption and in the great
time period separating invention and the final izzion of sales. Both these traits make it

especially likely that demand will be tacit infortiwen in this industry.

3.2 Social Culture: Hierarchy versus Egalitarianism
Economic institutions are underpinned and shapesbbial culture. Hence, much of the

inter-country differences in demand are driven bitucal difference. One of the most basic
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dimensions of social culture is power distancethertolerance of hierarchy among members of
society. Hierarchical societies posit and expeotilpges for individuals high in the social
structure. In particular, decisions by individudiggh in the social structure have great
legitimacy and acceptance. One impact of hieraathtulture on pharmaceutical demand is
tolerance of drug side effects (Griffin, 1986, 1R8Figure 2 plots the frequency of drug reaction
reports (ADRs) in various European countries adamswidely used measure of social
expectations and tolerance for hierarchy. ADRssaentaneous reports by patients and doctors
of potential side effects from drug consumptionrtially none of these reports are corroborated
by scientific tests, and many are probably falsoeasations. ADRs provide a database that in
the aggregate provides a useful tool for monitotingxpected adverse reactions.

Note in Figure 2 that for countries with hierar@lisocial cultures such as ltaly, drug
side effects are readily tolerated, ignored, andr@ported. Doctors who have high social status
prescribe medicines, and Italian patients view sidg effects as appropriate and normal. Drug
firms have high social status, and Italian doctams reluctant to challenge their products. In
contrast, in egalitarian social cultures such asd®m, drug side effects are extensively reported.
Swedes regard drug firms, doctors, and patientsffastive equal partners in health care and
Swedes are quick to challenge unusual physicattsffdnat might possibly be associated with
drug consumption.

A second impact of hierarchical culture is theatmeent of underprivileged populations,
such geriatrics, AIDS patients, and the mentally lih hierarchical social cultures, the suffering
of the underprivileged is simply the natural oradrthe world. In egalitarian cultures, all
citizens expect to receive equal medical treatmegérdless of social standing. Figure 3 plots
the relative share of health care spending onltdexlg in various countries. A level of “3.0” on
the vertical axis indicates that a country spehdsettimes as much per capita on the elderly (age
65 or older) as it does for the rest of the popotat Note that the relative spending share is
lower in more hierarchical countries and highemiore egalitarian ones.

Examples that combine these two effects of hidiaat social culture on pharmaceutical
demand are not difficult to find. Atypical antiymhotics are breakthrough treatments for
schizophrenia that minimize adverse reactions derolirugs, such a weight gain (Berndt, et al.,
2005; Frank, et al., 2004; Lehman, 1999). The emvecactions produced by older treatments

for schizophrenia are sufficiently severe thatqras frequently cease to take their medicine and
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suffer relapse. Per-capita demand for atypical@sychotics in Britain and Sweden is twice

that of Italy and six times that of Japan. Periteagemand in the USA is nine times that of Italy
and 25 times that of Japan. Egalitarian societresfar more likely to value and purchase new
drugs that minimize adverse side effects, espgd@atlunderprivileged sub-populations.

3.3 Social Culture: Collectivism versus Individsah

Social cultures characterized as collectivist foonsshared experiences by society as a
whole. In the realm of medicine, the collectivgperience is public healtlor the mortality and
morbidity of the population. In contrast to pabliealth, private healtbonsiders the personal
experience and values of individual consumersyuatialg convenience of use, personal comfort,
and attractive appearance. Examples of pharmaakutnovation that promote private rather
than public health are inhaleable insulin (versusuiin delivered by injection), combination
drugs (versus separate pills for each drug), ame-@rday dosing (versus products that must be
taken at several times during the day).

Again, it is not difficult to find examples of dettivist social culture on pharmaceutical
demand. Cox inhibitors for treatment of arthrgigminate the need to consume anti-ulcerant
drugs along with aspirin. Per-capita sales of @dxbitors in the USA are 8 times those of
countries of Western Europe. These products weteeven introduced into Japan during the
period examined by our study. Erectile dysfunctieatments improve male sexual
performance. Per-capita sales of these drugsiiailBare twice those in Italy and Japan, while

US sales are 7 times those in Italy and Japan.

3.4 Social Culture: Risk Tolerance

New drugs are risky. Minor side effects from driage common, and even significant
adverse reactions occasionally occur. While drafgtg is heavily regulated, the physical and
lifestyle diversity of patients exceeds that durlmghly structured clinical trials. Unexpected
adverse effects are unavoidable.

New drugs also have important benefits. The wghiess of regulators, insurers, doctors,
and patients to suffer the unexpected risks of ewgs in order to receive the forecasted
benefits varies greatly across countries. Socillies characterized as risk avoidant will delay
consumption of new drugs and rely on establisiddss effective therapies. In contrast, social

cultures with higher risk tolerance will display aumore rapid uptake of new therapies and
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new drugs. Figure 4 plots a standard measure @élsosk avoidance for the seven largest
country drug markets against the percentage of dralgs in 2002 that were from drugs
introduced after 1990. Clearly, there are sigaific variations across countries in the
consumption of new drugs, and these variationsystematically related to social culture.

Examples of the effects of risk avoidant socialtun@s on pharmaceutical demand are
easy to find. Beta-blockers were an important wation in cardiovascular care, launched by
British firms in the 1970s. Over time, completeljferent classes of drugs were innovated to
care for cardiovascular disease, and in risk takecauntries, demand shifted away from beta-
blockers to these newer therapies. In risk avdidanntries, demand for this older therapy
remained strong. At the turn of the century, papi@a sales of beta-blockers in France,
Germany, and Japan are 2.5 times those of the UfslAbatimes those of Britain, despite the
initial innovation of these products in that lattearket.

3.5 Demand as Tacit Information: Example of AntgMine Products

Economic institutions and social cultures fundataky interact. Different countries
choose and configure their institutions based aairthocial culture, and the functioning of
otherwise identical economic institutions variesoas countries based culture. Institutions and
culture form a complex, complementary, and dynasysgtem that cannot be codified, and must
be directly experienced to be understood. Operatiora country therefore provides tacit
information regarding demand that is not availablérms located elsewhere.

The anti-migraine products that are our first egemof clustering in Table 1 offer a
useful example of these interactions. The actuatlence of migraine headache is very similar
across countries (Unger, 2006). Detailed epidergiohl studies (usually based on doctor-
analyzed patient-journals of all symptoms and #@t over a set time period) report the
frequency of migraine sufferers to be 8 percenfapan, 12 percent in the United States and
France, and 16 percent in Italy. But the leveinedical treatment for migraine headache (hence
demand) varies enormously across countries basso®al culture, and health care institutions
based on that culture. Pain is difficult to obgeand almost entirely self-reported. Patients in
individualistic cultures are far more likely to wetheir personal suffering as important and
abnormal, and to seek treatment. Additionally,tdiec and other health care institutions in
individualistic countries are far more likely to gitvely respond to these patient complaints.
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Most migraine sufferers are women (Martelletti, 200 In hierarchical societies, women and
health care institutions are far more likely toetate suffering from migraine headaches as
somehow appropriate and deserved and refuse toatdlceconomic resources to treat them.
Japan is a collectivist and hierarchical societgf@itede and Hofstede, 2005).

Recent studies show that only 12 percent of theardege population with migraine
headache is even aware of their condition (Sakailgarashi, 1997; Sakai, et al., 1999). Only 3
percent of migraine sufferers visit a physicianutady, while 70 percent have never consulted a
doctor for their condition. Most migraine suffesgdake some over-the-counter treatment, and
many take no medicine at all. It is not surprisingt demand for anti-migraine pharmaceuticals
varies enormously across countries, even whileutigerlying incidence is very similar. Per
capita demand for anti-migraine products in thet&tiStates is 10 times that of Italy and 20
times that of Japan.

We note that the great majority of pharmaceutieaéarchers in Japan will be themselves
Japanese. Doctors needed for clinical trials likew Both are deeply embedded in the health
care system of that country, a system comprisedabfes and institutions that are internally
consistent and mutually reinforcing. The large dathof American women for anti-migraine
products and the lucrative market there awaitingrpiaceutical firms that innovate these
products is tacit information for these Japanesgydnnovators. In contrast, the discovery
process by American and British firms for their oamti-migraine products will be relatively
more public and explicit information. The expectddhlry by these competitors provides a

second, reinforcing reason for Japanese firms éadaanovation in this market.

4. Empirical Specifications
Our predictions posit that innovation is driven lhpmestic historical technology

expertise, domestic anticipated demand, rivalrynfrexisting products, and various knowledge
spillovers (of both technology and demand). Weotierthe number of innovations generated in
countryj in yeart in therapeutic clask asNy:. The basic model predicting the number of
innovations is:

E[N,.] =exp@,* Demang, + a,* ROWDemang + 3, * TechExpeige,,

+ /3, * PublicTeclExpertisg, + 8,* ROWTechErptisg, + > 77, +>.0,)

i t
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Demangk is the anticipated sales for all drugs in thergipetlassk in yeart in the domestic
marketj, while ROWDemang is the total demand in the rest of the worl@ech.Expertisg is

the country’s accumulated technological experieinoen corporate entities up to yetin the
therapeutic areaPublicTech.Expertisg is the accumulated technological experience wetr

t of non-corporate organizations (mostly universitieut also governments) in the home country
j in therapeutic class k, while ROWTech.Expeitise the accumulated technological experience
of all other countries.

Note that the basic model includes a full set airtoy-level indicator variablesrx ),

which control for the unobserved heterogeneity dach country. For example, the mix of
diversified activities outside the ethical pharmaa=ml innovations that we study (chemicals,
OTC products, generic drugs, and non-drug medioadiycts) varies widely across countries.
The extent of entrepreneurship and entry of newdiralso varies widely. These and other
differences make some countries more innovative tthers in general, even controlling for the
extent of patenting. The country-level indicatoriables control for these differences. The set of
year indicator variablesid) controls for any common shifts in the propensdyinnovate over
time.

There is also a strategic dimension to concentrata knowledge. Firms may elect not
to develop new drugs in therapeutic areas in whidre is either substantial accumulated
expertise in foreign countries (“strategic avoidaigcsuch that they would be at a disadvantage,
or there are a substantial number of drugs alreselwing the market (“competition”)
(Branstetter 2001, Furman, et al. 2006, Kyle 200Whe inclusion of the rest-of-world
technological experience controls for the firstgbgity. In some specifications, we also include
a control for the number of drugs in the therageatea introduced in the prior 5 years, either in
total (PriorDrugsq) or separately for market jP(iorDrugsx) and elsewhere in the global
marketplaceROWPriorDrugsi).

We estimate this equation using poisson quasi-maxiriikelihood (PQML) estimation,
with conditional fixed effects for the therapeutiassesK) to control for heterogeneity across
therapeutic areas. Given the nature of the inciderichuman diseases, it is possible that some
therapeutic areas have greater levels of demamdaimy areas of the world. The fixed effects
control for the relative “size” of the therapeutiea, as well as the (time invariant) opportunities

for and ease of innovation in the area. Additionaflyle (2007) has demonstrated that inclusion
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of therapeutic category fixed effects is necessargorrectly estimate the impact of existing
rivals. Some categories will have unobserved lovests of entry, hence higher numbers of both
innovations and existing rivals. PQML conditiofi@ed effects model is preferable to negative
binomial fixed effects model because it is consistender a weaker set of assumptions, allows a
flexible function form, is robust to arbitrary hetekedasticity, and allows us to easily
accommodate and adjust for correlation across theergations within a therapeutic class
(Wooldridge 1999, Simcoe et al. 2007).

The model is identified by the considerable vareano demand across therapeutic
categories, across countries, and over time. Wighinclusion of the country level indicator
variables and the therapeutic class fixed effébtscoefficient on home country demang, can
be interpreted as the effect of a larger market siza given class in the home country, relative to
the market size in other countries in that classthe humber of innovations in that therapeutic
class.

One potential problem with empirical research segkio estimate the relationship
between market size and innovative activity is get@ity — that market size might respond to
the number of new inventions introduced to the raarkAlthough exploratory analyses do not
suggest that such reverse causation is presenteat®emangk as potentially endogenous, and
take two approaches to account for this. First,wilecompare our estimates with those using
one-year lagged demand. Second, we will instrungemband using lagged demand and the
interaction of the global age of the therapeutiegaryk in yeart with the country-specific risk
aversion index (Holfstede 2005). Sales in a tharapelass are expected to increase as the age
of the class increases due to greater awarenesac@egtance of treating the ailments in that
class. We expect that this increase over time ballgreater for countries where there is less

acceptance of new and uncertain things, as refleotthe risk avoidance index.

5. Measures and Data
In this section, we discuss in sequence the datan@@asures we use for innovations,

technology expertise, and anticipated demand,

5.1 Pharmaceutical Innovations
We consider a pharmaceutical innovation to be arpatl new molecule. This definition

is more stringent than used by some (Acemoglu and2004) and excludes rebrandings (due to
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co-marketing by several firms), repackagings (eills, creams, sprays), reformulations (e.g.
multiple to once-a-day dosings), and generic copfdsranded drugs. We tabulate each of the
989 new molecules launched during 1980 to 20010 doing we generate the full universe
of pharmaceutical innovations, not a sample. @inulations of new molecules are drawn
primarily from records of IMS, Inc, supplementedaaninor extent for 1980 to 1982 by FDA

(1985) and in recent years by the priority drugrigs of the FDA (FDA website). IMS records

miss a few minor innovations by southern Europaansfin the early years covered by our

study. These records also fail to include centagent innovations, specifically new drugs where
patents cover biotechnology production rather tham original molecule (e.g. recombinant

insulin).

For each new molecule, IMS collects the 4-digindad class or therapeutic category.
The vast majority of new molecules are sold in oalgingle demand class. A few molecules,
however, have multiple therapeutic uses and aikisateparate demand classes. For example,
finasteride, an innovation by the US firm Mercksseld as Proscar in demand class G4B2
Prostatic Disease Products (to treat enlarged ggesgtand as Propecia in demand class D11A0
Other Dermatological Products (to treat pattermiass). In our tabulations of innovations, we
count new drugs sold in multiple demand classe®:am innovation in each class. For our
estimates, we aggregate the demand classes todigé &vel (G4B for Proscar and D11A for
Propecia, to use the examples above). The 989 m@ecules we study are distributed over 165
3-digit demand classes.

For each new molecule, we also identify the patiget Our data source for patents for
most all our molecules was the Merck Index (20@88pplemented in a few cases by the FDA
Orange Book (online) and internet searches usimgrye and trade names for new drugs. We
identify the country of innovation as the countfytioe inventor listed on the patehtOur data

thus record the following allocation of pharmaceaitinnovation across countries:

e USA 277.5 e ltaly 75
e Japan 257 e Sweden 22.5
e France 75.5 e Netherlands 13
e Germany 82.5 e Spain 14
e Switzerland 56 e Denmark 11
e Britain 63 e Belgium 17

® This is the country of the residence addresse#ttual inventor, not the firm to which the patierassigned.
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with eight other countries recording innovationsthe single digits. We restrict our empirical
analysis to the seven most highly innovative caestlisted above. This provides a set of 886

innovations across 160 technology classes for #8©-2001 period.

5.2 Technological Expertise

Technology-based explanations of innovation regew technology as an evolutionary
outgrowth of the established technical base. &kilabor, university science, venture capital,
component suppliers, and the overarching instigtidhat facilitate trust and frequent
interactions among these actors all drive innovatidRather than directly measuring various
components of the technical base and associatemhahinnovation system, recent scholarship
has used the historical innovations of regions Amds as a highly plausible proxy for the
accumulated expertise that enables future innavatin particular, the accumulated patent stock
is prominently used to measure technical expeftitenderson and Cockburn 1994 & 1996,
Kaplan, Murray, Henderson 2003, Nesta, Lionel aravi@ti 2005), and we follow this
approacH. We collected the USPTO patent number, filing dared primary technology class
(both 3-digit main and secondary) for every pafdat during 1970 to 2000 with an inventor
origin in each of the countries in our sample,.

Our goal is to estimate the impact of this accutedaechnological expertise on the
pattern of innovations across therapeutic areast dBug patents are for chemicals, and the
USPTO technology classes describe chemical proeessat most chemical pathways in the
human body. Pharmaceuticals are consumed, howéweitherapeutic impact for specific
medical problems, measured in our study by IMSditdlemand classes. We must therefore
develop a mapping between the USPTO main and sapptechnology classes and these IMS
demand classes.

We generate this technology-to-demand mapping lyyngeon the innovation data for
our study—the new molecules innovated during 198@G01. For these molecules, we have
identified both the IMS demand class and the pdielter. For almost all of these innovations,

* Conceptually, one would also want to control foe €xogenous and common technological opportunigygiven
technological area. We do so by comparing the patitinnovations across countries within the saineeapeutic
areas.

® To attempt to solve this same problem, Acemoglig (2004) relied upon a Thomas Derwent specidishap
patents to therapeutic categories. Empirical resotticating a surprising lack of a relationshifpveen patents and
the market size in a given therapeutic area lectiieors to suggest this result may be due toniperifect mapping
procedure. We pursued our matching strategy irffant ¢o generate a more useful mapping.
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the at least one of the patents providing intallakcproperty protection is a USPTO patent.
Some patents, however, are filed abroad or withwoeld Patent Organization, and we do not
have consistent information on technology clasgsttiese non-US patents. Those drugs with
USPTO patents provide a mapping between techn@ogdydemand classes.

This mapping is not one-to-one. The example ofdiis finasteride (mentioned above)
demonstrates a single molecule (with a single pymi@chnology class) that has multiple and
profoundly different therapeutic effects (treatibhgth enlarged prostates and male baldness).
Few drugs are sold simultaneously in multiple dednalasses, but several technology classes are
associated with multiple demand classes. Thederpatare usually regular. For example, in
technology class 514, subclasses 200 to 207 [Hms ¢6 drug, bio-affecting and body treating
compositions, with subclasses 1-thia-5-aza-bicy@®.0) octane ring, containing different
substituents for the various subclasses], all Aysirare cephalosporin antibiotics (in IMS
demand class J1D). Likewise, in technology clds¥ 366 [subclass C=0 in a C(=0)O group],
all 6 drugs are calcium antagonists used to treatttdisease. The pattern is more complicated
though still regular in technology class 514/254bjdass polycyclo ring system having the
plural nitrogen containing additional five-membetegtero ring as one of the cyclos], where 7 of
the 11 drugs are fluoroquinolone anti-infectivesileethe remaining 4 are atypical anti-
psychotics used to treat schizophrenia—chemical& wounexpected ways in our bodies! At
the opposite extreme is technology class 514/26bcJass nitrogen or -C(=X)-, wherein X is
chalcogen, bonded directly to the piperazine rimgiere the 8 drugs are each in a quite different
IMS demand class, even at the 1-digit level, rapgiom an antihistamine, to an antidepressant,
to a prostatic disease product, to a cytostatid tséreat cancer.

We compute our mapping by calculating the followsitare for each IMS therapeutic
classi, and each USPTO technology class

cij = # Patent in tech clapassociated with Drugs in claiss
# Drugs in tech clags

We weight each patent originating from each coufdryeach year with the share appropriate to
each technology clasp.( Finally, we aggregate these weighted pateneagh therapeutic class

(i) for each countryi):

Demand Class Expertise= % (oi;* #patents)
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This provides the number of patents relevant tchéherapeutic area, with the allocation of
patents to therapeutic areas based on the patanthd drugs in our sample. To capture the
accumulated expertise of countries, we use thenpatartfolio of the country over the previous

10 year period. Means and correlations for therteldgy expertise measure at the country level

are reported in Table 2.

5.3 Market Demand

We assume that innovating firms forecast future alenbased on past demand at the
therapeutic category level for their domestic markeor each new drug launched during 1980 to
2001, we collect sales data for markets of Brithkirance, Germany, lItaly, Japan, Switzerland,
and the USA — the domestic markets of the sevemhignovative nations for pharmaceuticals.
These data are available for each year of the A0{yeriod 1992 to 2001. We aggregate up sales
revenue in that year for each new drug across @®e3tdigit IMS demand classes. Sales are

measured in US dollars for each of the seven cmasntr

6. Empirical Findings

Unfortunately, because our sales data are limibethe 1992-2001 period, we can only
examine innovations during these years. This gin results limits our analysis to a set of 369
innovations across 116 therapeutic classes.

The first set of results (presented in Table 3)tis for the technological expertise of
the home country, rest-of-world technology, and libene and rest-of-world demand. The first
column reports results without the therapeutic sléised effects, for comparison. In all
estimates, the technological expertise of the hoowmtry is significant and positive, indicating
(as expected) that innovations are more frequemhentechnological areas in which a country
has more accumulated technological expertise. Heweil is the corporate accumulated
expertise, not that of public institutions, thatedtly drives innovation. This is consistent with
public institutions generating research that isegeltly upstream, requiring more development
(and the expertise of firms) before being refledgtethnovations. Interestingly, the rest-of-world
technological expertise is negative when therapetléiss controls are not included (column 1)

and not significant when they are included. Thiggasts that accumulated expertise in other
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countries may deter innovation, or at a minimumt thasitive cross country technological
spillovers are not significant.

The home country demand is significant and positivall estimations, as predicted. This
indicates that the number of innovations in a gitleerapeutic area generated in a country is
significantly and positively associated with thedeof demand for drugs in that therapeutic area
in the home country. Greater foreign market demandhe other hand, is associated with fewer
innovations, suggesting some degree of strategitlaxce®

We examine this further by including controls fbethumber of prior drug introductions
in the therapeutic class. Column 3 includes theegage number of prior introductions, which
has a significant and negative effect on the nunaberurrent innovations, consistent with the
expected competition effect. Note that one we @britr the competition from existing drugs,
the negative effect of foreign demand disappearggesting that this competition and strategic
avoidance are responsible for the noted negatiatigeship. Column 4 breaks out the number
of prior introductions generated by the home courdgnd rest of the world. While both
coefficients are significant and negative, the tiggaeffect of rest of the world introductions is
significant larger than that of home country priliroductions. This is consistent with firms in
one country avoiding areas of strength for otheuntes. Finally, Column 5 considers
separately the effect of recent (in the last fivearg) and older (great than give years)
introductions. There is no significant differenoethe effect of these two variables.

Table 4 provides robustness checks to accounthi®rpbssible endogenous nature of
demand. In column 1, we replace the home and fongigrket contemporaneous sales with the
sales lagged one year — so thaor period sales are predictingurrent periodinnovations. This
specification forces the exclusion of innovationsaduced in 1992, because we lack sales data
for 1991. Even with this limitation, the resulteaimilar to those with contemporaneous sales
(the relevant comparison is Table 3, column 3 widible 4 column 1). The decrease in
magnitude of the home demand variable is not ssinyi— lagged demand is less reflective of

anticipated future demand than is the current deiman

® We were concerned that the negative coefficierfoogign demand might reflect high correlation begw foreign
and home country demand. In order to investigase tie re-ran the regression including foreign dednand
excluding home demand. The coefficient on foreigménd was negative and significant, suggestinghietesult
is not due to correlation.
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We also experimented with instrumenting for homek®eiaand foreign market demand
with the lagged relevant demand and the interaaifdhe global age of the therapeutic class and
the risk aversion index in the home country. Weaiigear approximation of the Poisson model
and implement OLS two stage least squares (2SL&3ttmate the two first stage equations and
the second stage equation. For comparison, we geavie linear approximation of our base
specification in Table 4, column 2. This specificatis comparable to that reported in Table 3,
column 3. The use of these instruments requiretudixy observations for which we do not
have lagged sales data and those in the firstfge&ine therapeutic class (age is zero). In Table 4
column 3 we drop the observations that will be eded from the 2SLS estimation to check that
the results are not sensitive to this change inpsauand provide a basis for comparison with the
2SLS results. Finally, column 4 provides the resaftthe second stage of the 2SLS estimdtion.
Comparing results in columns 3 and 4 suggeststhi@apositive and significant coefficient on
home demand is robust to explicitly controlling fendogeneity. Foreign demand remains
insignificant. These results together indicate ,tlt@imparing across countries and therapeutic
areas, the number of innovations does in fact m$po local demand and technological
expertise, and is unresponsive to the demand anwl&dge in the rest of the world.

Finally, we set out to examine differences in tie¢edminants of the innovation patterns
across various countries. In order to do so, weneséd our base specification separately for
each pair of countries. In other words, for eacmméanarket, we considered the influence of
each of the six foreign markets separately. Thegired 42 regressions, each of which still
controlled for technological expertise, prior drimpovations, and year effects. In 25 of the
regressions, home and foreign demand vergly significant at the 5% level or better. These
observations are represented graphically in Figurevhich plots the coefficient on home
demand and the selected foreign market demand doh ®f the regressions. In 10 cases,
coefficients orboth measures of demand were statistically signifiearthe 5% level or better.
These cases are represented by round dots in Fgure

First, note that the coefficient on home demand peesstive in all cases. As in the pooled
regressions reported above, home country demanthaes to be a significant driver of the

innovation pattern in a country. Second, note thatgreat majority of points (and in fact all

" We did not report the two first stage regressiarthe interest of space. As expected, the laggecahd
instrument was positive and significant and therattion of risk aversion and class age was pesiind significant
in the home demand equation.
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points for which both coefficients were indepentiesignificant) fall below the x-axis. This
indicates that innovations are less frequent imajeutic class in which foreign demand is
greater — consistent with strategic avoidance efdther country’s area of strength. There are
some interesting exceptions: Germany respondsiyalgito Japanese demand, and is the only
country to do so. Britain appears to respond paditito both Swiss and US demand. It is also
important to note, however, that these relatiorslaie not symmetric. Japan does not respond
positively to German demand, and the US appeaevood areas in with Britain has greater
demand.

Collectively, these results consistently imply tiratovation in the pharmaceutical sector
is largely local, not global, in nature. We confithre localization of research knowledge, and,
more importantly, demonstrate the significant I@alon of demand knowledge. This implies
that not only is the production of technology ldygecal, as demonstrated by Patel (1995) and
Patel and Pavitt (1991), the innovations are Igrgabaped by and intended for the local market.
The few examples of the innovation pattern in antiguresponding positively to the demand
pattern in a foreign country are Britain's innowatipattern and the demand pattern of the United
States and Switzerland, and Germany’s innovatiatepa and the demand pattern in Japan.
Importantly, this transfer of demand knowledge @& symmetric. This suggests that it is not
simply cultural or geographic proximity that detémes access to demand knowledge. It is likely
related to specific multi-national activities ofrrfis or the existence of adequate “national
absorptive capacity,” as suggested by Mowery anteyDK1995). This is an area for future

research.

7. Discussion

This paper advances theory regarding why locatiatters for innovation. In particular,
we emphasize the importance of access to tacit kume of location-specific demand
characteristics. In addition to the availabiliylocal technological knowledge, we demonstrate
that the availability of knowledge regarding locmand patterns determines the pattern of
innovations generated. Our findings suggest thaethpirical magnitude of these effects is large
and strategically important. From the perspecti¥@énovation patterns, numerous therapeutic

categories are dominated by regional clusterinfirofs. For example, Table 1 illustrates the
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degree of clustering for three categories of phasutical innovation — in each case, per capita
demand is much higher in the home/proximate mafetise innovators than in other markets.

This study highlights an aspect of the “home cogindf an innovative firm that is often
ignored or forgotten in the National Innovation ®yss literature. Just as the prevailing
regulations, policies, and access to local techgicdd knowledge generate benefits (or
disadvantages) for the firms in a country, thegratand characteristics of demand also shape the
innovative trajectories of the firms in the count8ymilarly, as technological knowledge is often
difficult, costly, and slow to transfer across patl boundaries, and thus limited in terms of
diffusion to foreign innovators, knowledge regagladiemand gleaned from experience in a home
market is also not globally available.

Our results also suggest an important strategiecispf demand induced innovation.
First, it is clear that there is a strong compegiteffect from existing drugs on the market that
leads to fewer new innovations. This effect is ipafarly strong for drugs innovated in other
countries, suggesting an avoidance of therapeugasain which other countries have an
established position. Consistent with this strategyoidance, innovation in a given country
appears in many cases to avoid areas in which othartries exhibit relatively greater demand.
This is in stark contrast to a global market placevhich companies are generating innovations

to service global demand.
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Table 1: Examples of New Molecule Innovation Clusig,
New Drugs Launched 1980 to 2001

Fibrinolytics

(restrict fibrin, major component of blood clots)

anistreplase UK

duteplase Japan
monteplase  Japan
nasaruplase Japan
nateplase Japan
pamiteplase Japan
reteplase German
silteplase Japan
tisokinase Japan

Beecham

Sumitomo

Eisai

Green Cross

Mitsui

Yamanouchi
Boehringer Mannheim
Daiichi

Asahi Chemical 7 of 9 are Japanese

Beta-Blockers (cardiovasculars)

amosulalol  Japan Yamanouchi

arotinolol Japan Sumitomo

bisoprolol German Merck KAAG

bopindolol  Swiss Sandoz

bosentan Swiss Roche

bucumolol  Japan Sankyo

carvedilol German Boehringer Mannheim

celiprolol France Rhone Poulenc

esmolol Sweden Astra

mepindolol  Swiss Sandoz

nebivolol Belgium Janssen

penbutolol German Hoechst

tertatolol France Servier 10 of 13 are continental European
Anti-Migraine Triptans .

almotriptan  Spain Almirall

eletriptan usS Pfizer

naratriptan  Britain Glaxo

rizatriptan us Merck

sumatriptan  Britain Glaxo

zolmitriptan UK Glaxo 5 of 6 are Anglo-American
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Extent of Heirarchy

Figure 1: Data for 15 Countries on Rates of
Reports for Adverse Drug Reactions and the

Extent to which National Culture is Hierarchical
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Sources: Extent of hierarchy is the power distandex of G. Hofstede and G.J.
Hofstede (2005 ultures and Organizations: Software of the Méfitiedition, New
York: McGraw-Hill. Rate of adverse drug reactiaports is from J.P. Griffin
(1986) “Survey of the Spontaneous Adverse Drug tReaReporting Schemes in
15 Countries”British Journal of Clinical Pharmacology
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Ratio of Spending Share to
Population Share for Elderly

Figure 2: Data for 10 Countries on the Relativer8ha
of Health Care Spending on the Elderly and the
Extent to which National Culture is Hierarchical
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Sources: Extent of hierarchy is the power distandex of G. Hofstede and G.J.
Hofstede (2005 ultures and Organizations: Software of the Mefftiedition, New
York: McGraw-Hill. Data for the share of countrgdith care expenditures on
people 65 and the share of country population agfedr older are from
Organization for Economic Cooperation and Developtr{2001)OECD Health
Data 2001: A Comparative Analysis of 30 Countiesis: OECD.
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% of Sales from New Druc

Figure 3: Data for Seven Highly Innovative Courdrie
on the Percentage of Domestic Sales in 2002 thaat Ar
from Drugs Launched in 1990 or Later and the
Extent to which National Culture is Risk Averse
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Sources: Extent of risk aversion is the uncertaavoidance index of
G. Hofstede and G.J. Hofstede (20QRijitures and Organizations:
Software of the Min@" edition, New York: McGraw-Hill. The
percentage of country sales in 2002 that are froogsl launched
after 1990 is calculated from the data for thisdstu
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Table 2: Country-Year-Therapeutic Class Technoladixpertise Summary Statistics

N=1160
France Germanyltaly Japan SwitzerlangBritain US
France 1
Germany 0.53 1
ltaly 0.48 0.66 1
Japan 0.41 0.56 0.49 1
Switzerland| 0.42 0.81 0.57 0.54 1
Britain 0.56 0.79 0.62 0.55 0.72 1
UsS 0.51 0.60 0.50 0.53 0.63 0.72

Table 3: Number of Innovations as a Function of ldand Foreign Demand, Technological
Expertise, Competition

1) (2) 3) 4) (5)
In(Home Demand) 0.19** | 0.19** |0.27** | 0.21** | (0.23*

(0.02) (0.04) (0.05) (0.04) (0.05)
In(Foreign Demand) -0.11** | -0.15** | 0.03 -0.00 -0.06

(0.03) (0.03) (0.05) (0.04) (0.04)
Home Tech Expertise 0.38** 0.51** | 0.55** | 0.45** | 0.57*
(Corporate) (0.06) (0.14) (0.15) (0.15) (0.15)
Home Tech Expertise 0.02 0.15 0.18 0.17 0.18
(Public) (0.06) 0.14) (0.14) (0.14) (0.14)
ROW Tech Expertise -0.05* | -0.04 -0.05 -0.06 -0.05

(0.02) (0.04) (0.04) (0.04) (0.04)
In(#Prior Drugs) -3.27**

(0.48)
In(#Prior Drugs_Home -0.85**
Market) (0.18)
In(#Prior Drugs_ROW) -2.47*%*
(0.29)
In(#Prior Drugs_Recent) -1.21**
(0.21)
In(#Prior Drugs_0Old) -1.53**
(0.47)

Year Indicators Yes Yes Yes Yes Yes
Country Indicators Yes Yes Yes Yes Yes
Therap. Class FE No Yes Yes Yes Yes
# observations 8120 8120 8120 8120 8120

Estimation method if Poisson Quasi-Maximum Likebkowith conditional Fixed Effects at the
therapeutic class level.

Robust standard errors, adjusted for correlatidhiwitherapeutic class, reported in parentheses.
Dependent variable is the number of innovatiorthécountry-year-therapeutic class
observation.

*significant at 5%, ** significant at 1%
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Table 4: Number of Innovations as a Function of ldand Foreign Demand, Technological

Expertise, Competition — Robustness Checks

1) 2) 3) (4)
In(Lagged Home Demand) 0.14**

(0.03)
In(Lagged Foreign Demand) 0.04

(0.07)
In(Home Demand) 0.006** 0.005** 0.004**

(0.001) | (0.001) (0.001)
In(Foreign Demand) 0.001 | -0.006** | 0.002
(0.001) | (0.002) (0.003)

Home Tech Expertise 0.63** 0.013** | 0.012** 0.014**
(Corporate) (0.16) (0.003) | (0.004) (0.004)
Home Tech Expertise (Public)| 0.11 0.019** | 0.020** 0.020**

(0.15) (0.006) | (0.007) (0.007)
ROW Tech Expertise -0.06 -0.002* | -0.003* -0.003*

(0.04) (0.001) | (0.001) (0.001)
In(#Prior Drugs) -3.01** -0.090** | -0.100** | -0.112**

(0.49) (0.010) | (0.012) (0.013)
Year Indicators Yes Yes Yes Yes
Country Indicators Yes Yes Yes Yes
Therap. Class FE Yes Yes Yes Yes
# observations 6930 8120 6622 6622

Dependent variable is the number of innovatiorthécountry-year-therapeutic class

observation.

* significant at 5%, ** significant at 1%

(1) Estimation method if Poisson Quasi-Maximum Liikeod with conditional Fixed Effects at
the therapeutic class level. Robust standard eradjasted for correlation within therapeutic
class, reported in parentheses.

(2) Linear approximation using OLS. Dependent \@eas the natural log of 1+# innovations.
Robust Standard Errors clustered by therapeutsscla

(3) Linear approximation using OLS. Dependent \@eas the natural log of 1+# innovations.
Excludes observation for therapeutic classes & fiear (age=0) and with not prior year sales
data. Robust Standard Errors clustered by therapeass.

(4) Second stage of linear two stage least squBegEndent variable in second stage is the
natural log of 1+# innovations. Instrumenting fante and foreign demand with lagged values
of each and the age of the therapeutic class otegtavith home country risk aversion index.
Excludes observation for therapeutic classes &t yiear (age=0) and with not prior year sales
data. Robust Standard Errors clustered by therapeass.
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Figure 4: Innovations as a function of demand: Gqutlyad results
Graph of coefficients on own country and selectigm market demand
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Coeffiecients graphed are result of Poisson esiimatf the number of innovations in a
therapeutic area in the home country as a funaidgrome demand, one specific foreign market
demand, technological expertise in home and resotid, number of prior drugs in class, and
year indicator variables.

Note: Points are labeled as home country, foreigrket pairs.
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