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Abstract

This paper quantifies the effects of import competition on intra-industry patterns of

job creation and destruction, entry and exit, and productivity distributions. It is based

on a structural industrial evolution model with monopolistic competition, heterogeneous

firms, and endogenous entry and exit. First, Colombian panel data on metal product

producers are used to identify the model’s parameters, including the sunk start-up costs

faced by new firms, the stochastic process that governs firms’ idiosyncratic productivity

shocks, and the adjustment costs associated with changing employment levels. Then pre-

liminary counterfactual policy experiments are conducted. In addition to quantifying the

effects of openness on job turnover patterns, the model delivers predictions on the asso-

ciated changes in the aggregate productivity, the nature of the transition process when

openness changes, and the role of adjustment costs in shaping firms’ responses.

KEYWORDS: Industrial Evolution, Monopolistic Competition, Import Competition, Job

Creation and Job Destruction
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1 Introduction

With the increase in globalization, the effect of intensified foreign competition on job flows

becomes a concern for policy makers. Openness and the associated changes in the macroeco-

nomic environment induce changes in the job creation and destruction patterns and aggregate

productivity of industries. The relationship between heightened import competition and the

employment dynamics is still not well understood. This paper develops a dynamic industrial

evolution model that characterizes the relationship between intensified import competition

and employment dynamics using plant-level panel data. It also characterizes interactions

between market openness, labor regulation and exchange rate regimes.

The relationship between trade openness and employment dynamics depends on a host of

country and external conditions (Rodriguez and Rodrik, 2000). Additionally, in developing

countries, trade liberalization often comes with other market reforms such as reforming labor

codes or moving towards more flexible exchange rate regimes. Further, they are typically

implemented as a partial response to serious macroeconomic shocks. To quantify the impact

of openness on a domestic labor market and industry productivity, it is, then, necessary to

consider the interplay between the country or time specific macroeconomic environment, la-

bor market regulations and the tariff policy. In order to do that, a structural model is needed

where the agents correctly perceive the macroeconomic structure and the other market condi-

tions and incorporate these conditions in their decision making process. Such an approach will

have the additional advantage of providing further insight into the cross-country differences

in the effects of trade liberalization.

To the extent that cross-country differences are caused by labor market regulations or the

aggregate volatility that surrounds the country under study, a structural model must be

able to correctly deal with aggregate uncertainty or macroeconomic structure while isolating
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trade effect from the other factors.1 Although there is a significant empirical literature on the

relationship between import competition and domestic labor market outcomes which gives

valuable patters of correlation between import penetration rate, exchange rate movements

and net employment changes or job flows,2 these studies lack the structural foundation to

isolate the role of different regulations and/or of aggregate environments.

Here, I model a small open industry with monopolistically competitive product markets and

heterogeneous firms. Firms face competition both from the outside through imports and from

the domestic market. Domestic incumbent firms’ firing decisions are subject to adjustment

costs, and potential entrants’ entry decisions are subject to start-up costs. In addition, they

take the evolution of real wages and imports prices as given.3 As the processes that drive real

wages and import prices unfold, and as individual firms realize their productivity shocks, the

set of active producers and their employment levels respond. Each agent behaves optimally,

given his/her beliefs about the exogenous processes and the behavior of his/her competitors.

In equilibrium, each agent’s beliefs are consistent with the actual behavior of all others.

Explicitly modeling dynamics in an industrial evolution context,4 also allows us to deal with
1See for example Levinsohn (1999) who concludes to his study of trade reform in Chile, that it is difficult

to separate the effects of macroeconomic shocks from the effects of trade liberalization.
2Early work on the relationship between international competition and labor markets focused on net em-

ployment changes using industry-level data. Relevant references include but are not limited to Revenga (1992),

Sachs and Shatz (1994), Burgess and Knetter (1998). New literature has emerged later to study the impact

of international exposure on gross flows. See for example, Gourinchas (1998, 1999), Klein, Schuh, and Triest

(2003).
3Demand fluctuations are typical in small developing countries like Colombia. I assume that forces that

drive the fluctuations in real wages are exchange rate movements and focus on the joint evolution of import

prices and real wages as both variables will respond to real exchange rate movements.
4In industrial evolution models, firms are seen as a part of the environment under which they operate.

Heterogeneous firms, modeled as firm-specific productivity (Hopenhayn(1992), Javonovic(1982)), have expec-

tations regarding the future conditions and they make their decisions accordingly. Firms decide to enter or

exit endogenously considering the costs associated with starting up the firm, scrap value of their firms and the
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interaction among firms and the role of expectations on macroeconomic conditions and labor

market regulations, which may play a significant role in the outcome of trade liberalization.

Recent empirical studies found substantial reshuffling of resources within narrowly defined

industries following trade liberalization.5 These findings imply that intra-sectoral firm hetero-

geneity is an important dimension of response to openness. Thus the presence of heterogeneity

will play an important role in driving job creation and destruction within sectors. Then it is

important to incorporate the heterogeneity and endogenous entry and exit decision of firms

in order to better understand the dynamics of productivity and employment in response to

heightened foreign competition. Motivated by the empirical findings, the recent theoretical

trade models have departed from representative firm assumption and provided a framework

to explain the productivity gain through market share reallocation among continuing firms

as well as entry and exit. (e.g. Melitz, 2003, Bernard, Eaton, Jensen and Kortum, 2003,

and Melitz and Ottaviano, 2005) The model developed in this paper can be thought of as a

dynamic empirical elaboration of the above mentioned recently emerged trade models with

heterogeneous firms in terms of productivity operating in an imperfectly competitive industry

of horizontally differentiated products. The model developed here differs from these studies

by giving insight into the transitionary dynamics and the long-run equilibrium under aggre-

gate uncertainty. Another difference is that this study focuses on the the effect of the import

competition in the product market by abstracting from exporting behavior.6

Opening up to international trade may alter the patterns of resource reallocation among

expectations regarding the future industry-wide and/or firm specific conditions. Once they are estimated or

calibrated, these models also allows us to do counterfactuals to quantify the effects of different environments

on the evolution of the industry such as productivity, size distributions, cross-firm patterns of correlation in

employment expansion and contraction.
5See for example Pavcnik (2002).
6Although exporting an important source of self-selection mechanism, incorporating export will be a future

research agenda.
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heterogeneous plants and may cause increased aggregate productivity and/or increased un-

certainty about the persistence of jobs in the labor market. On the other hand the flexibility

of the labor market is an important factor in achieving efficient allocation of resources. Many

developing countries have heavy regulations on the labor market. In this paper, I quantify the

extent of firing frictions as well as the effect of these frictions on the response of an industry

to a change in the trade regime.

This model builds on Hopenhayn (1992) with a differentiated demand system and introduces

foreign competition in the product market as well as aggregate uncertainty. Due to the

presence of aggregate uncertainty, estimation of this model is not straightforward because

some of the industry-wide variables that affect firms’ profits –average prices and the number

of producers– evolve endogenously in response to the decisions of incumbent producers and

new entrants. To overcome this problem I solve for an approximate equilibrium in which these

industry-wide variables follow a Markov process that is consistent with individual behavior.

This approach is motivated by the recent literature on models with heterogeneous agents in

which distributions are approximated by their finite moments (Krusell and Smith, 1998).

Applied to the Colombian metal products industry, the estimates of the key parameters

are very plausible. First, sunk entry costs amount to about 20 per cent of the average

value of sales. These are the costs that are associated with starting up a business, such

as government imposed legal expenses, installation and customization costs, and product

development. Second, per-period fixed costs are estimated to be about 5.5 per cent of the

average value of sales in the industry. Scrap value is estimated to about 14 percent of the

average value of capital in the industry. Finally, firing costs amount to about 3 months wages.

During the sample period, Colombian law mandated seniority payments upon separation

amounting to one month’s wage per year worked based on a salary at the time of separation.

The preliminary simulation results based on these parameters show, among other results, that
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switching to a more liberal trade regime is associated with a significant reduction (about 27

%)in the number of jobs in the short-run. This is consistent with the findings of previous

econometric studies (e.g. Freeman and Katz 1991). A substantial fraction of the total reduc-

tion in jobs is due to net exit as the job destruction through exit increases from 3.5 to 6.4

percent on average. Thus the model provides a structural explanation for the stylized fact

that significant job destruction takes place on the entry/exit margin, and it suggests that

studies based on panels of continuing firms are likely to miss a fundamental type of job flow.

There are also productivity gains associated with the switch to a more liberal trade regime

because of the reallocation effect especially through exit. More precisely, size-weighted pro-

ductivity increases by about 3 percent on average. This, too, is consistent with econometric

studies that show productivity gains in the aftermath of a trade liberalization due to the exit

of inefficient plants (e.g., Pavcnik, 2002).

Preliminary simulation exercises also show that the covariance between size and productivity

decreases by about 50 percent in the first 6 years of the transition to heightened import

competition. Lowering firing costs from 3 months wages to 2 months wages improves the

relationship between size and productivity by about 15 per cent in the short-run, while the

improvement is about 9 percent in the long run with an about 4 percent increase in the total

number of jobs. Preliminary results show that the external conditions play an important role

in the response of the industrial sector to the changes in trade policy.

1.1 Related Literature

Numerous studies have investigated the link between increasing foreign competition and

domestic labor market. Increasing foreign competition in these studies include the effect of

exchange rates, the volume of exports and imports, and trade policies such as tariffs and

quotas.
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As noted by Deardoff (1994) the correlation between trade and labor market outcomes does

not address the question of causality since both trade and employment could be responding

to other factors. One of the important contributions of the present paper to this literature is

to provide structural foundation to isolate the effects of international competition.

Some describe patterns of association using industry-level data and conclude that employment

declines with the increase in import competition. Similar conclusions emerge from studies

using gross flows data to look for the effects of job creation and destruction,7 and also from

Freeman and Katz (1991), Revenga (1992), and Sachs and Shatz (1994), who use industry

level regressions to relate import competition to employment. Focusing on production rather

than jobs, Bernard, Jensen and Schott (2005) documents patterns of correlation between

import penetration rates and industry-specific rates of plant survival and growth.8 This

paper contributes to this literature with the ability to correctly deal with the interaction

between the trade policy and the macroeconomic shocks.

Pavcnik(2002) points out the significance of reallocation effects in accounting for growth

in productivity in the Chilean manufacturing sector following trade liberalization. She ag-

gregates productivity levels across plants in a given industry and finds that market share

reallocation from less to relatively more productive units accounts for about 2/3 of the total
7For example, Kletzer (1998, 2000) regresses industry-specific worker displacement rates on import-

penetration rates, Davidson and Matusz (2003) regress job creation and destruction data on sector-specific

foreign trade indices.
8Other empirical studies analyze the effect of exchange rate fluctuations and tariff reductions on the net

employment fluctuations and gross job flows in firm-level econometric studies. Klein, Triest and Schuh (2003)

analyze the impact of the real exchange rate movements on gross job flows using establishment level panel

data. They find that changes in the trend of the real exchange rate affect reallocation but not net employment.

Gourinchas (1999) uses firm level data, and finds that exchange rate appreciation reduces net employment

growth as a result of lower job creation and increased job destruction. On the other hand, Bentivogli and

Pagano (1999) find a limited effect of exchange rate fluctuations on job flows for a number of European

countries.
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productivity gain. Similar conclusions also emerge from Bernard, Jensen and Schott (2003)

in their study using U.S. plant-level data.

Another way of studying the effect of openness on job flows is focusing on inter-sectoral

job reallocation based on search theory in a general equilibrium set-up. Davidson, Martin

and Matusz (1999) investigate the implications of labor market turnover on international

trade patterns in a general equilibrium model of trade where jobs are created and destroyed

at exogenous rates. They consider two symmetric countries in terms of endowment and

production technology. Then the labor turnover becomes an independent determinant of

comparative advantage and determines the trade pattern between the two countries. Chaud-

huri and McLaren (2003, 2004) develop a dynamic trade model where workers are subject to

moving costs. Similarly, Kambaurov (2003) analyzes the effect of firing taxes in inter-sectoral

labor mobility in a general equilibrium competitive search model. My paper focuses on the

intra-industry selection processes, instead of between sectoral differences and comparative

advantage effect.

Finally, without looking explicitly at trade issues, some analysts have developed structural

models that describe the dynamics of job creation and destruction in the presence of adjust-

ment costs. This literature is particularly relevant because it deals with uncertainty, and in

some cases, firm heterogeneity. Bentolila and Bertola (1990) develop a partial equilibrium

labor demand model of a monopolist which faces a stochastic demand function and asym-

metric hiring and firing costs. They find that firing costs do not have large effect on hiring

decisions, and that high firing cost do not reduce the average level of employment. Hopen-

hayn and Rogerson (1993) develop a general equilibrium model with endogenous entry and

exit, competitive product markets and no aggregate uncertainty. In contrast to Bentolila

and Bertola (1990), they find that severance costs equal to one year’s wages decrease aver-

age employment levels by about 2.5 percent. Veracierto (2001) introduces a flexible form of
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capital into Hopenhayn and Rogerson’s framework and studies the short-run affects of the

severance cost. He finds that incorporating capital does not affect the long-run consequences

of severance payment but it creates differences in the short-run depending on the elasticity of

substitution between the two inputs. Finally, Cooper, Haltiwanger and Willis (2004), in an

effort to reconcile the different characteristics of aggregate and plant-level data, consider the

decision of an infinitely lived firms and estimate the general functional form of adjustment

cost which consists of fixed cost, disruption cost and the quadratic cost using plant-level data.

In this paper, I adopt an industrial evolution approach to analyze the patterns of job creation

and destruction and productivity patterns in response to heightened import-competition.

This allows me to incorporate entry and exit decision of firms, which account for a large

portion of job flows in the industry I study. It also allows me to study the role of expectations

in shaping firms’ decisions and to perform counterfactual experiments. Finally, in contrast to

existing industrial evolution models that focus on job flows, I allow for imperfect competition.

The remainder of the paper is organized as follows: Section 2 and Section 3 respectively

introduce the model and the methodology that is used to solve the model. As this model

is applied to Colombian metal products industry, Section 4 introduces the environment that

surrounds this industry. In Section 5 the estimation methodology and the estimation results

are presented. Finally Section 6 presents and discusses a few simulation experiments that I

conducted to assess the effect of openness with focus on the role of expectations in shaping

firms’ responses and the role of labor market policies. Concluding remarks follow in Section

7.
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2 The Model Overview

Assume that agents are infinitely lived and make their choices in discrete time. Each period,

the economy consists of a number of monopolistically competitive heterogenous domestic

producers and a number of potential entrants. Each firm is assumed to produce a uniquely

differentiated variety and faces a downward sloping demand function. The demand function

depends on the firm’s own price, the average price in the industry, and the number of varieties

currently produced.9

The demand function for each firm is derived from the quasi-linear preferences of a represen-

tative consumer,who values varieties regardless of whether they are domestically produced or

imported. As a result, the demand schedule for domestic producers depends on the number

and prices of imported varieties since these affect the total number of varieties and the aver-

age price. It is assumed that imported goods’ prices move stochastically over time. Domestic

producers take this stochastic process as given.

At each point in time, an incumbent firm’s operating profits depend on several firm-specific

variables: its current productivity level, its current employment, and its previous period em-

ployment. The latter variable matters because the firm faces firing costs. Each firm’s profits

also depend on two endogenous market-wide variables: average output prices for domestically-

produced varieties and the number of domestic producers. Finally current profits depend

upon two exogenous market-wide variables: wages, and the average price of imported vari-

eties, which in turn depends upon trade policy and the exchange rate.

Note that it is not necessary to know the joint distribution of firms in order to calculate a firm’s

current profits; knowing average prices and the number of market participants is sufficient.
9This is monopolistic competition in the Chamberlin sense where firms consider themselves too small to

affect the industry aggregates.
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Nonetheless, it is necessary to keep track of this distribution because the transition density

for average prices and numbers of participants in the industry depends upon the evolution of

the number of firms in each individual state.

In addition to incumbents, the model also describes the behavior of potential entrants. These

firms are identical up to the entry costs that they draw. Once they observe these costs,

they compare them with the expected value of being an incumbent next period. When the

expected value of being an incumbent is higher than the entry cost, they decide to enter the

industry. Following the entry decision, entrants draw their initial productivity realization

from a commonly known distribution, and start to produce the next period.

For any period, the sequence of actions is as follows. First, before the realization of firm-

specific and aggregate shocks, last period’s incumbents who decided to exit pay their labor

adjustment cost and receive their firm’s scrap value, and exit. Then, both incumbents and

potential entrants observe the current realization of aggregate shocks. Given the aggregate

state of the economy and their individual states, incumbent firms make their employment

decisions. Finally, potential entrants decide whether to enter or stay out for the next period.

Those that enter draw their productivity and join to the next period’s incumbents.

Given this setting, different firms have different reactions to common industry-wide shocks.

One reason is that different firms face different demand elasticities and have different proba-

bilities of exit. The response of firms facing higher demand elasticities will be more sensitive

to the shocks. Due to policy distortions (firing costs) industry-wide response will also differ

across positive and negative shocks depending on the current distribution of firms. It will be

more costly for larger firms to contract or to exit in response to negative shocks.

It is important to note at this stage that the evolution of the firm distribution is not trivial

in this economy. At any point in time, the economy will be populated by incumbents that

differ in their current productivity shocks and past employment. Given aggregate variables
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and aggregate shocks, each producer will decide on its current employment and its entry/exit

decision for the next period. These decisions together with the entry of new firms will

determine the distribution of incumbents next periods. Hence, although an individual firm is

only concerned about the evolution of industry aggregates, the way these aggregates evolve

reflects individual decisions.

Methodologically, this paper is in the spirit of Krusell and Smith (1998), who find that

a Markov process for the mean of the wealth distribution is enough to approximate the

equilibrium in a stochastic growth model with heterogeneous households.10I compute the

equilibrium by assuming that agents forecast the evolution of the aggregates using a technique

similar to Krusell and Smith’s (1998). That is, for each different realization of aggregate

shocks, firms forecast stochastic evolution of the industry aggregates which is consistent with

firms’ optimal decisions.

2.1 Production and Costs

Each firm has access to the same production technology, up to a firm-specific productivity

shock. The firms’ only input is labor. Firm i’s production technology is given by

f(l) = eµit lθit, 0 < θ ≤ 1, (1)

where lit denotes labor input, and µit is the firm-specific productivity shock. The firm-specific

shock is assumed to follow a first order AR(1) process given by

µit = a0 + a1µit−1 + εµ, εµ ∼ N(0, σ2
µ). (2)

10Similarly Khan and Thomas (2003) in their paper which analyzes the role of nonconvex adjustment cost in

aggregate investment dynamics in a stochastic general equilibrium model finds it is enough to approximate the

equilibrium close enough using only the two moments of the distribution of plants over capital and productivity.

13



The transition density for the firm specific productivity is denoted by M(µit+1|µit).

In each period t, firms pay wt for each unit of labor that they employ. It is assumed that there

is a perfectly elastic supply of labor and firms behave as price takers in the factor market. In

addition to the unit cost of labor, firms incur a firing cost, cf , per dismissed employee/job.11

Firms also pay a fixed per period cost f.

2.2 Demand

The demand side of the product market is characterized by the quasi-linear preferences of

a representative consumer over horizontally differentiated varieties qi, (i ∈ {1, ..N}), and a

numeraire good, qo. The utility function of a representative consumer is given by

U(qo, q1,q2, .., qN ) = qo + α
N∑

i=1

qi −
1
2
γ

N∑
i=1

q2
i −

1
2
η(

N∑
i=1

qi)2. (3)

This utility function has been previously used by Ottaviano, Tabuchi, Thisse (2002) and

Melitz and Ottaviano (2004). As opposed to CES type of utility functions it allows the price

elasticity of demand to vary with respect to average price and the number of differentiated

goods. That is, it allows to keep the competition channel of trade open and leaves room

for an operation of the link between labor demand and product demand elasticities. The

parameters α, γ, and η are all positive. Parameters α and η index the degree of substitution

between the varieties and the outside goods, that is, they shift the industry demand curve

relative to the outside good, while γ indexes the degree of product differentiation among the

varieties.12

11In data, I only observe net changes in employment rather than worker flows. That is firing costs will

capture more than severance payments upon seperation per dismissed employee.
12The varieties in the demand system are treated symmetrically. That is, there is no product appeal but

the variations come from differences in productivity levels. In principle, it is possible to adjust the demand
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Utility maximization gives the demand for each variety qi as,

qi = (
α

ηN + γ
− 1

γ
pi +

ηN

ηN + γ

1
γ

P ). (4)

where P is the average price of all differentiated varieties.13 This specification of demand

implies a maximum price

pmax =
γα + ηNP

ηN + γ

above which demand is zero.

The number of varieties produced domestically is denoted by ND, and the number of imported

varieties is denoted by NF , i.e. N = ND + NF . Hence

P =
NDPD + NF PF

ND + NF
, (5)

where PD denotes the average price among the domestic varieties and PF denotes the average

price of imported varieties.

2.3 Aggregate States

Three exogenous aggregate shocks that appear in this model are real wages, wt, the average

price of imported varieties, PF,t, and the number of imported varieties, NF,t.

The number of imported varieties are assumed to be iid,14

NF,t = NF + εt, εt ∼ N(0, σ2
ε). (6)

system to allow for product appeal as in Foster, Haltiwanger and Syverson (2007).
13Inverse demand can be expressed as pi = α − ηNq − γqi where q is the average quantity among all

differentiated varieties.
14The shocks to the number of foreign varieties can also be interpreted as iid demand/taste shocks. This

assumption can also be justified by assuming fixed costs for exporting and negligible share of the industry in

the global economy.

15



The average price of imported varieties, PF,t and the wages, wt, are summarized by a vector

st = ( PF,t, wt), and they jointly evolve according to a first order Markov Process. The

associated transition density is denoted by Φ (st+1|st) . It is assumed that, st is independent

of εt. Finally, let Γt be time-t distribution of incumbents over their idiosyncratic productivity

shocks and last period’s employment levels.

2.4 Incumbents’ Decision Problem

The current state of an incumbent firm is given by its current productivity shock µit, its

last period’s employment lit−1, aggregate shocks st and Γt. Incumbents’ problem is to choose

the price and the associated level of employment imposed by the technology and the exit

decision for the next period. Let Γt+1 = H(Γt, st) be a transition function that maps current

distribution and aggregate shocks to tomorrow’s distribution. The function H reflects firm-

level decisions and will be correctly understood by all agents in equilibrium. Given m,Φ,

and H each incumbent has a well-defined problem characterized by the following Bellman

equation,

V (µit, lit−1; Γt, st) = MaxlitPi(Γt, lit, µit)eµit lθit − wtlit − c(lit, lit−1)− f (7)

+βMax(EV (µit+1, lit; Γt+1, st+1|µit, st),−c(0, lit) + x(lit))

subject to

Γt+1 = H(Γt, st),

and

c(lit, lit−1) = Max{0, cf (lit−1 − lit)}.
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Here Pi(Γt, lit, µit) denotes the inverse demand function that a firm faces as it is determined

by equation (4) and x(l) denotes the scrap value which is a function of firms’size. I make

use of the fact that firm’s output, qi, will be a function of µit, lit, and Γt. This optimization

problem will generate two policy functions, one for employment,

lit = e(µit, lit−1; Γt, st) (8)

and one for the exit decision

χ(µit, lit−1; Γt, st) =

 0 if EV > −c(0, lit)

1 otherwise

(9)

For a given (Γt, st, lit−1), the exit decision χ will give a cut-off level of productivity µit = µ∗

below which the firm will choose to exit.

2.5 Potential Entrants’ Decision Problem

Each period, there is an exogenous pool of R ex-ante identical potential entrants. Entrants

pay their sunk entry cost, F, before entering the market. At the beginning of each period,

each potential entrant draws its entry cost from a commonly known distribution, denoted by

Ψ(F ) with positive support on [FL, FH ].

Upon drawing an entry cost, each potential entrant decides whether to enter the market

next period and pay the entry cost. Once the entry decision is made, entrants draw their

productivity from a commonly known distribution denoted by M0(µ). Potential entrants

make their entry decisions given the current market states, given the transition density for
15Notice that this specification of firing costs imply an inaction band in which firms do not adjust the level

employment. However, once adjustment decision is made, they will choose the optimal level of employment

implied by the current profit function.
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the initial productivity draws. Given an incumbent’s problem defined in (7), each potential

entrant’s problem is given by

V E(Γt, st|M0) = βEV (µi,t+1, 0; Γt+1, st+1) (10)

subject to

Γt+1 = H(Γt, st)

It is assumed here that potential entrants enter with the level of employment which maximizes

their expected value.

Potential entrants will choose to enter if

V E(Γt, st|M0) > F. (11)

Condition (11) determines the number of entrants, denoted by

Ξt = Ψ(V E
t )R. (12)

2.6 Equilibrium

Given M,M0,Φ,Ψ, and H an equilibrium is a value function V for incumbents, a value

function V E for potential entrants, and a set of decision rules e(.), χ(.), and Ξ(.) such that

1. Given M,Φ, and H each incumbent solves (7) and the resulting decision rules are given

by e(.) and χ(.).

2. Given V and H, V E characterizes the problem of potential entrants.

3. H is consistent with firm’s optimal decision rules.

18



3 The Methodology to Solve the Equilibrium:

Since there is no close form solution for the model described above, numerical methods are

employed to solve for an equilibrium. Further, numerical solution of this model is quite

cumbersome because the distribution of incumbent firms across past level of employment

and current values of the idiosyncratic productivity shock, Γt, are endogenous aggregate state

variables. That is, firms have to keep track how this distribution evolves over time. Because

evolution of this distribution generates the evolution of endogenous industry aggregates. To

overcome the problem of this dimensionality, I use a solution technique which is in the spirit

of Krusell and Smith (1998). The idea is to use a finite set of moments of the distribution

when forecasting future endogenous industry aggregates.

Let mt be a vector of the first I moments of Γt, i.e.,

mt = m1t,m2t, ..,mIt

.

The solution method uses a class of functions HI which express the vector I moments for the

next period, mt+1, as a function of the current I moments, mt, i.e.

mt+1 = HI(mt, st)

I use the fact that an individual firm is concerned only with the exogenous aggregate shocks,

st, and with two endogenous industry aggregates, the number of producers ND,t, and the

average price PD,t. That is, because of the monopolistic competition assumption, firms only

need to know the evolution of endogenous industry aggregates/moments. Let mt denote

these industry aggregates/moments and the other moments of the distribution. Then, we

can define the following dynamic programming problem for an incumbent:
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V (µit, lit−1;mt, st) = MaxlitPi(mt, lit, µit)eµit lθit − wtlit − c(lit, lit−1)− f

+ βMax(EV (µit+1, lit;mt+1, st+1|µit, st),−c(0, lit) + x(lit))

subject to

mt+1 = HI(mt, st),

and

c(lit, lit−1) = Max{0, cf (lit−1 − lit)}.

We can redefine the potential entrants’ problem in a similar fashion.

In this alternative formulation, agents only use the information provided in HI . The optimal

decision rules resulting from this alternative formulation are used to generate time series data

for the I moments of the distribution.

Although an individual firm is only concerned with st and mt and how these evolve over time,

at any point in time the economy is characterized by a distribution of incumbents over their

firm-specific productivity shocks and the last period’s employment levels.

Given Γt and HI , there are two aggregations in this approximate economy. First, given st,

mt and HI , firms’ decisions determine an average price level for the current period. Let

g(Γt,HI ,mt, st) denote the mapping from firm decisions to endogenous industry aggregates.

The function g contains the information on spot market clearing that determines the average

price level. In equilibrium we need the following fixed point condition mt = g(Γt,HI ,mt, st),

∀t. Second, given mt, st and HI , there is a map from Γt to Γt+1. Let Γt+1 = f(Γt,mt,HI , st)

denote this map. Hence, in equilibrium HI must be consistent with f.

The approximate equilibrium is solved using the following algorithm:
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1. Choose the moments of the distribution Γ

2. Assume functional forms for HI and guess on the parameters for that functional form

3. Given HI , solve the incumbents’ and potential entrants’ optimization problems.

4. Use the resulting decision rules, simulate the industry over a long period, and generate

the time series for the evolution of P t and Nt. and other set of moments. In order

to simulate the economy, start with an initial Γ0 and m0. Using the optimal decisions

update Γt for t > 0. Furthermore, at each period t check if mt = g(Γt,mt,HI , st) is

satisfied, i.e. P t is determined by spot market clearing.

5. Use the stationary region of the time series to update the parameters of the HI .

6. Check if the updated and previous set of the parameters of the HI are sufficiently close,

if not return to step 3. Continue iterating on the function parameters until a fixed point

is found.

7. If the goodness of fit of the estimated parameters is satisfactory, then an equilibrium

has been reached. If the goodness-of-fit is not satisfactory then moments can be added

to mR or a different functional form of HI can be tried.

3.1 Goodness-of-Fit

I use linear functional form and mt =
[
P t−1 Nt−1

]
and st as aggregate state variables. The

law of motion for average price can be written as

PD,t = a0 + a1PD,t−1 + a2ND,t−1 + a3PF,t + a4wt

where R2 which is the goodness-of-fit for the regression is on average 0.9725.

The law of motion for the second moment, number of operating firms, can be written as

ND,t = b0 + b1PD,t−1 + b2ND,t−1 + b3PF,t + b4wt
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and the associated R2 is on average 0.9709.

As can be seen from the goodness-of-fit statistics, the model performs well in terms of the

number of moments chosen and the functional form of the law of motion. It is worth to note,

at this point, that the stationary environment of the model restricts types of the distribution,

Γ, than can occur in an equilibrium. This facilitates the solution algorithm.

4 Environment of The Colombian Metal Products Industry

I estimate the model using data from Colombian structural metal product industry (SIC

3813) for the period 1977 through 1991. The choice of this particular country is motivated

by data availability, and by the fact that Colombia is a small open developing country that

has experienced significant swings in its foreign trade and exchange rate policies. Accord-

ingly, it provides a natural candidate to study the firm-level consequences of trade related

shocks. In this section, I describe the Colombian structural metal product industry and the

macroeconomic environment surrounding this industry.

At the beginning of the sample period, Colombia had a fairly liberal trade environment. In

1980, the average nominal tariff on manufacturing goods was about 26 per cent, and almost

70 per cent of all commodities did not require import licensing.16 However, the economy

became more protectionist after it suffered a severe economic crisis in the early 80s. In

1984, 83 percent of all commodities required licences, and imports of some products were

prohibited. The evolution of the nominal tariff rates and import prices for this industry is

given in Figures 1 and 2. The 1983-1985 period can be easily recognized in these figures.

In 1984, the nominal tariff rates for the industry reaches 45 percent. Together with trade

liberalization in 1991, these policy changes in the period between 1991-1998 are a source of
16For a more detailed discussion of the trade environment of the country, see Fajnzylber and Maloney (2000).
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identification for regime-switching VAR process that is presented in section 5.1. During the

sample period, i.e. from 1977-1991, the average nominal tariff for the 4-digit metal products

industry was about 30 per cent. Average nominal tariff rates fell to 19 per cent with the

trade reforms in 1991.

4.1 Labor Market

The Colombian labor market can be considered rigid during the sample period. The main

components of labor regulation that imposed non-wage labor costs include advance notifi-

cation, indemnities for dismissal, social security contributions and seniority payments. Em-

ployers were mandated to pay seniority payments which amounted to one month salary per

year worked based on the salary at the time of separation. Workers had the rights to ad-

vance payments of the amount they would potentially receive in case of a job break, with

the restriction that the advance payments be used for education or housing. In case of a job

break the advanced amounts were subtracted from the severance payment in nominal, not

real, terms. In the case of a voluntary quit, employers still were required to pay seniority

premium. That is, seniority payments were mandatory in addition to costs of indemnities for

dismissal.17 Colombia reformed its labor codes in 1990. After 1990, the fixed cost of firing

were replaced with a monthly contribution to a capitalized fund, which would be accessible to

the worker only in the case of separation. Moreover, it eliminated the additional cost implied

by the legislation that seniority pay was based on the salary at the time of separation rather

than on the current salary. In addition, the 1990 reform widened the legal definition of ’just

cause’ dismissals to include economic conditions.18

17Seniority payments only exist in Latin America. See Heckman and Pagés (2003) for comparison of labor

laws in different countries.
18See Kugler (2005) and Heckman and Pages (2000) for more details on the labor market regulations in

Colombia.
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In order to be able to talk about job flows in the sample data, I need to introduce some

notation. Let Lt be the total employment in the industry at period t. Let Et−1 and Et be

the total number of employees in all expanding incumbent plants for the period t − 1 to t,

and similarly, let Ct and Ct−1 be the total number of employees in all contracting plants.

Finally, let Bt be the total number of employees in all entrants at period t, and let Dt be the

number of employees in all exiting plants. Then the net employment growth, ( ∆Lt
Lt−1

) , can be

decomposed into four parts,

∆Lt

Lt−1
=

(
Et − Et−1

Lt−1
+

Bt

Lt−1

)
−

(
Ct−1 − Ct

Lt−1
+

Dt−1

Lt−1

)
,

where the first bracketed term is job creation rate, and the second bracketed term is job

destruction rate. Job creation has two sources: job creation that comes from expanding

plants (Et − Et−1), and that comes from entrants (Bt). Similarly, job destruction has two

sources: from contracting plants, (Ct−1−Ct) and from exiting plants, (Dt−1). The summation

of these four components is called the gross job flow.

Due to the homogeneous labor assumption in the model, in the sample counter-part of job

flows calculations , I use quality adjusted labor as defined in

qlj ≡
Wj

w

and

w ≡
∑

j Wj∑
j Lj

where Wj denotes total wage payment of firm j; Lj denotes the total number of workers. To

the extent that wage differences among workers reflect quality differences, by using adjusted

measure of labor, ql, instead of the number of workers in calculation of the sample moments,

I take into account the differences in quality of workers. However, aggregate demand shocks

are one of the important determinants of wage variation through time, especially in small
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developing countries. In order to isolate those demand side variations, I use the overall

average of wages in calculating quality adjusted measure of labor, rather than year by year

average.

Table 3 shows evolution of the four components of the job flows in the data and Table 4

shows the gross and net flows. I use quality adjusted labor in these calculations, however,

patterns of job flows prepared by using raw labor measure is quite similar. Furthermore, a few

plants have been observed as entering and exiting multiple times during the sample period

and have been excluded in these calculations.19 The first thing to notice is that both net and

gross employment flows fluctuate significantly. Gross job flows are also very large, averaging

about 35 percent during the sample period. Furthermore, gross job flows from entry and exit

dominate those from expansion and contraction in almost half of the sample years. So the

data confirm that gross job flows are significantly influenced by the patterns of entry and

exit of plants, therefore it is preferable to build a model based on entry and exit decisions of

firms. In the crisis year of, 1983, there is a significant decline in the net employment, and

most of the job destruction occurs on the exit margin rather than contraction. Following two

years when the level of protection increased, we see net employment growth. This time, most

of the action comes from the entry margin.

In the model idiosyncratic productivity shocks are responsible for simultaneous job creation

and destruction because aggregate shocks affect each establishment in the same direction.

However, notice that response of establishments to aggregate shocks will be different for

firms with different productivity levels because elasticity of demand that they face will be

different. In addition due to firing restrictions, past year’s employment level will be an

additional source of heterogeneity even for firms with the same level of productivity.
19Two matching algorithms have been used in the Colombian data in order to identify the plants through

time. I have used the most strict one.
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4.2 Industry Structure

The metal products industry is an import-competing industry consisting mainly of small scale

firms.20 On average there are about 160 plants during the sample years, producing a range

of metal products such as metal door handles, window frames, bolts, metal curtain walls, etc.

These products are mainly used in construction. The assumption of horizontal differentiation

is especially suitable for the metal fabrications used in architectural design, such as metal

curtain walls or door handles. Although more structural metal fabrications such as metal

sheets and bolts have similar standards, differences in locations between the plants provide

one dimension of differentiation.21

On average, the plant turnover rate was about 22 percent per annum, and new entrants

accounted for about 15 percent of the total output. (See Table 2) High entry and exit rates

suggest low barriers to entry, and thus support my assumption of monopolistic competition.

The industry also exhibits very significant import penetration rates during the sample period.

Table 1 reports the ratio of the total value of imports to total domestic consumption, i.e.

M
Q−X+M , where Q,X, and M denote the value of domestic production, the value of exports

and the value of imports, respectively. Notice that in contrast, the export-orientation rate(
X

Q−X+M

)
is quite low which allows me to ignore the export decision of firms in the model.

20The average number of employees was 36 during the sample years.
21Product description of the industry 3813 as quoted from United Nations Statistic division,

http://unstats.un.org. is the following: ”Manufacture of structural components, steel or other metal, of

bridges, tanks, smoke stacks and buildings; metal doors and screens, window frames and sashes, metal stair-

cases and other architectural metal work; metal sections for ships and barges; boiler shop products; and sheet

metal components of buildings, stovepipes and light tanks. The assembly and installation at the site of pre-

fabricated components into bridges, tanks, boilers, central air conditioning and other sheet-metal systems by

the manufacturer of these components which can not be separately reported, is to be included in this group,

along with the main manufacturing activity.”
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5 Estimation

The model described above involves two types of parameters—those that can be identified

with macro data alone, and those that must be estimated with plant-level panel data. The

estimation process thus involves two stages. First, I estimate a regime-switching VAR process

for the exogenous macro variables, then I estimate all of the remaining parameters using a

variant of generalized method of moments, (GMM). Details are provided below.

5.1 Estimation of Aggregate Shocks

Changes in trade policy affect firms within an industry by affecting the evolution of prices

of the imports they compete with, and by affecting the evolution of factor prices they face.

The first task is to estimate the transition density for these two variables, Φ (st+1|st) .22

During recent decades Colombia has experienced frequent crises, and the real exchange rate

has undergone big swings. Between 1977 and 1998, Colombia also experienced a radical

change in its tariff policies in the form of a major trade liberalization in 1991. 23 These

dramatic shifts in the aggregate environment lead me to choose a specification for Φ (st+1|st)

that allows for regime switching (e.g., Hamilton, 1994). The main motivation of the regime-

switching VAR process is the possibility that the process could change again in the future

since it has changed in the past. That is, the rational agents take the structural breaks into

account when they forecast. So these changes in the regime can be thought as a random

variable rather than deterministic events. The Markov-switching VAR modelling approach

also allows the analysts to estimate transition probabilities governing the changes from one

regime to another. So the deterministic case can be modeled as an extreme case where the
22The details of constructing average import prices are given in the appendix.
23Figure 2 show the average import prices during 1980 and 1998. Figure 1 shows the nominal tariff rates

during the same period. See also Section 4 for the discussion of Colombian macroeconomic environment
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second state is an absorbing state.

The general idea behind switching models is that the parameters of the stochastic process

are time-varying but constant conditional on an unobservable regime variable, rt. In partic-

ular, Hamilton (1990) proposed the idea of Markovian regime shifts. Estimation amounts to

recovering the parameters that describe the stochastic process behind each regime together

with the transition probabilities that characterize Markovian transition between regimes. I

estimate both linear VAR without allowing regime switching to constitute a base case and

Markov-switching vector autoregressive models.

Assuming that at any point in time, the economy is in one of the two regimes, the Markov-

switching VAR model parameterizes the two regimes as (βr
o , β

r
1,Σ

r) . When regime r ∈ {1, 2}

prevails, st =
[
PF,t, wt

]′ evolves according to

st = βr
o + βr

1st−1 + εr
t ,

where E(εr
t ε

r′
t ) = Σr. Switches between regimes are governed by the transition matrix

Π =

p11 p12

p21 p22

 ,

where pij , i ∈ {1, 2} is the probability of moving to regime j, given that the economy is

currently in regime i.

Notice that one can impose restrictions by allowing only intercept, or intercept and autocor-

relation coefficients to be regime dependent. I estimated different model specifications from

general (regime dependent intercept, autocorrelation coefficients and covariance matrix) to

more restricted ones (regime dependence in some/none of the parameters). The likelihood

ratio tests lead me to choose the Markov-switching vector autoregressive model with regime

dependence in intercept, autocorrelation parameters and variance.24

24The likelihood ratio tests for the model specification has a non-standard distribution due to the presence
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Using the Expectation Maximization Algorithm (the EM algorithm)25 which is described by

Hamilton (1994) I obtain the maximum likelihood estimates reported in Table 5.26

Data on import prices are available only annually from United Nations COMTRADE database,

so I constructed monthly import prices using a base year industry-specific average import

price. Details are given in the appendix. I use monthly manufacturing wages available from

the International Labor Organization (ILO).27 I do not use industry-specific wages for this

estimation because changes in industry wages may reflect supply shocks which are not mod-

eled in the present paper. Since the manufacturing sector wage index is more likely to reflect

demand shocks rather than supply shocks, I use the manufacturing sector wage index. Addi-

tionally, I use monthly data from 1980 through 1998 in the aggregate shock estimation rather

than limiting the analysis to the plant-level sample years in order to better identify the two

regimes.

The Davies statistic (Table 5) which is applied to test the null hypothesis of linearity (simple

VAR) against the alternative of the Markov-switching model indicates that simple VAR can

be rejected in favor of Markov-switching VAR with two regimes. So hereafter I will focus on

the Markov-Switching VAR results.

The estimated parameters indicate that in the first regime, import prices are about 40 percent

lower. The second regime picks up the period between 1984 and 1990 where import prices

are higher and more volatile with relatively stable wages. Below I refer to these regimes as

of nuisance parameters. I use Davies upper bound which is derived for the significance level of the likelihood

ratio test statistics under nuisance parameters.

25 The EM algorithm is first introduced by Demster, Laird and Rubin (1977) and it is designed for a general

class of models where the observed time series depends on some stochastic unobservable variables.
26I use the Ox Console MSVAR software package developed by Hans-Martin Krolzig. Details are available

at on-line at: http://www.economics.ox.ac.uk/research/hendry/krolzig/.
27Monthly wage index is available from 1980 onwards.
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relatively open and relatively closed respectively. The transition probabilities indicate that

both regimes are persistent. The average duration of regime 1 is about 5.3 years and average

duration of regime 2 is about 4.5 years.

Given the transition densities for the aggregate shocks, the next step is estimation of struc-

tural parameters.

5.2 Estimation of Structural Parameters

As a first step, I normalize the lower bound of the distribution of sunk entry cost FL to

zero. Furthermore, I assume that entrants draw their initial productivity from a lognormal

distribution with mean z which is to be estimated and the variance σ2
µ/(1−a2

1). That is, I let

entrants draw from a distribution which might differ in mean from incumbents’ productivity

distribution. I set the discount factor, β, equal to .8929 in order to match the average lending

rate in Colombia for the period between 1982 and 1991. I set the variance of the foreign

varieties, σ2
ε equal to 0.9048, which is the variance of the number of 4 digit SITC imported

products.28 In addition, I set the number of exogenous potential entrants that are making

entry decision each period, R, to 90.29 This leaves me with 13 parameters to estimate. They

are the cost parameters, (FH , f, cf , ch, x), demand parameters, (α, η, γ), parameters of the

production function and productivity process for incumbents and entrants, (θ, a0, a1, σ
2
µ, z)

and the foreign market parameter, (Nf ). Given the annualized version of stochastic processes

for the aggregate shocks, I use the model to estimate remaining parameters.
28Once the data become available I will set this number to match the variance of 6-7 digit SITC products

imported.
29Maximum number of entrants throughout the sample period that I observe in the data is 76. Fixing R

to different numbers does not affect the results as long as this number is not binding. Identifying R would

be difficult as the likelihood function would be too flat with respect to entry cost, FH , and the number of

potential entrants, R.
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To estimate the remaining parameters, I embed the dynamic stochastic model defined above

in a method of moments estimator. That is, I choose the set of parameters,

δ =
[
FH f cf ch x α η γ θ a0 a1 σ2

µ σ2
ε z

]
, (13)

that minimizes a measure of distance between moments implied by model simulations and

their sample counterparts.30 For any given parameter combination δ, I construct the distance

measure as follows. First, using the candidate parameter vector and the estimated values

for all of the other model parameters, and the initial functional form of HI mapping on the

evolution of industry aggregates, I numerically solve for the value functions (7) & (10). Using

the method described above, I simulate a long time series using estimated aggregate shocks

and optimal policy functions of the firms. Then I update the parameters of the mapping for

the evolution of industry states and solve for the new value functions with updated functional

form, until I reach an equilibrium with satisfactory goodness of fit. Then, using the policy

functions in combination with randomly drawn aggregate shocks (PFt, Nft, wt), firm-level

productivity shocks (µit), and entry costs (F ), I repeatedly (10 times ) simulate patterns of

industrial evolution over T periods with some burn-in, where T matches the length of the

data sample which is 15.31 In these simulations, the regime switching process is governed
30This is called a method of simulated moments estimator or simulated minimum distance estimator which

is first proposed by Lee and Ingram (1990) in a time series model, then Duffie and Singleton (1993) , Hall

and Rust (2003) (simulated minimum distance estimator ), Gourieroux, Monfort and Renault (1993) (indirect

inference).
31The asymptotic variance of the SMD or SMM estimator is multiplied by a factor (1+1/S) where S is the

number of simulations. That means that there is an efficiency gain of running additional simulations because it

reduces the variance of the estimator. Variances with only one set of simulations are twice as large as variances

when the number of simulations goes to infinity. This increase in the variance might be small compared to

the benefit that comes with the significant reduction in the computational burden as noted by Hall and Rust

(2003).
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by the estimated probability matrix during the burn-in periods. After the burn-in period, I

simulate the aggregate shocks as first five periods spent in regime 1 followed by 10 periods

spent in regime 2. A similar pattern is observed in the time series data. I average over

these simulations to construct the model moments. In the simulations, I use the same set of

randomly drawn errors for each set of parameters. Finally, I calculate the measure of distance

between the sample and simulated moments as,

X(δ) = (d−m(δ))′W (d−m(δ)), (14)

where d and m denote the data and model moments respectively, and W is a conformable

matrix of weights.

Any weighting matrix which is positive semi-definite will give consistent estimates. I calculate

the weighting matrix by bootstrapping the data for the first step of estimation. 32Using the

coefficient estimates obtained in the first step, I construct the optimal weighting matrix based

on model simulations and re-estimate the coefficients using the optimal weighting matrix.

Finally I create the standard errors using the second step variance-covariance matrix.

Simulation based estimators are useful especially for models where the likelihood function

is intractable or impossible to formulate as it is in the present model. However, one of the

disadvantage is the lack of a formal selection criterion for the appropriate set of moments.

Table 6 presents the 20 moments that are used in the estimation.

I use general industry characteristics such as entry and exit rates, expected logarithmic value

of the number of operating firms and expected logarithmic value of operating profits in order
32Bootstrap treats the sample data as if they were the population. I resample the data 500 times. To do

that, I assign a plant ID to each plant in the original sample. Then I randomly select the observations from

the original data with replacement. If a plant is chosen in particular year then I add the entire time series for

this plant to the new sample, so resampling is random across plants but not across time.
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to identify parameters such as entry cost, scrap value and fixed costs. In addition I use the

expected job creation rate through entry and expected job destruction rate through exit to

help identify the mean value of entrant’s productivity distribution as well as the scrap value.

In order to identify firing costs and the persistence of the productivity process, I use four

covariance moments and the expected percentage of firms with no change in employment

from one year to another.33 34

5.3 Preliminary Estimates

Table 7 reports the preliminary estimation results for the structural parameters.

I estimate the upper bound for the distribution of sunk entry cost, FH , to be 7,370,000

pesos.35 Since I normalize the lower bound of the distribution to be 0, this estimate pins

down the mean sunk entry cost which amounts to 3,685,000 pesos (100,218 $US ). This cost

amounts to 19.8% of the average value of sales in the industry. The sunk entry cost covers

all the costs that are associated with starting-up a business and that cannot be recovered

upon exit. These include government imposed legal costs such as licenses fees, installation

and customizing costs, and opportunity cost of managerial time during the set-up period.

The scrap value x is estimated to be 45,000 pesos (1223 $US) per worker. Given the average

size of the exiting firms, firms’ average scrap value is about 585,000 peso. This value amounts

to 14 percent of the average value of the capital in the industry. The net scrap value received

after firing costs is on average 277,030 peso which is about 6.6 percent of the average value
33Piece-wise linear adjustment costs impose inaction band for past year’s employment such that current

employment does not change. But since labor is discretized in the model, corresponding the data counter-part

has been calculated by looking at the plants with less than 4 percent change from one year to another.
34Previous estimation exercises indicate that asymmetric piece-wise linear adjustment costs (hiring and

firing costs) cannot be identified together. So I focus on firing costs in the present model.
35All values are in 1977 pesos if expressed in pesos or in 1977 USD if expressed in dollar.
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of capital. Given the small scale and relatively low capital intensity of the industry together

with the presence of a high exit rate, this estimate seems plausible.36

The per period fixed cost f is estimated to be 1,032,000 pesos ($US 28,066 ). Since there

is no capital in the production function, this cost reflects all the cost paid to fixed capital

and the other per period fixed expenditures which are paid regardless of the production level,

such as insurance and mortgage payments. (This cost amounts to approximately 6.1% of the

average value of total sales.)

Firing costs (cf ) are estimated to 23,690 pesos ($US 644) which amounts to approximately

3 months wages. Probably the most significant component of the adjustment costs on firing

is the severance payment imposed by the government policies. Seniority payments were

mandatory in Colombia even in the case of voluntary quits and they amounted to one month

salary per year worked based on the salary at the time of separation.

Estimated productivity process parameters indicate that the productivity process is persistent

and but highly volatile, with root 0.8987, and with variance, 0.229. If the persistence of

productivity shocks is very high, firms expect that jobs created today will be around for a long

time, so the effect of firing costs on the hiring propensity will be lower. Since the estimated

persistence parameter is not very high, the mitigation effect of labor adjustment costs on

firms’ employment decisions is limited. For the same sample period the productivity process

is estimated about 0.93 in the Colombian Apparel Industry by Bond et al. (2006). Since

bigger firms usually shows higher persistence on average, the lower size of Metal Products

Industry compared to Apparel Industry makes this estimate plausible. The intercept term

for the entrants’ productivity distribution is estimated to be 0.084 which is lower than the

corresponding term of incumbents’ productivity, 0.091. This estimate indicates that entrants
36Caves and Porter (1976) argue that capital-intensive industries and industries with a large average firm

size exhibit strong barriers to exit.
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are on average less productive than incumbent firms and that net entry dampens productivity

growth. The estimate of the returns to scale parameter is 0.489 which seems plausible.

The estimate of α is 6479 and that of η is 0.465.37 Parameter γ, which is the index for the

substitutability among the differentiated goods, is 0.215. This estimate is at the same time

the slope of the demand curve that each domestic firm faces. The implied average demand

elasticity is by about 10.5.

Table 6 shows how well the model performs in fitting the data. The model performs fairly

well in matching the key industry moments such as mean employment, mean and variance

of operating profit, and mean number of operating firms. It does over-estimate import-

penetration rate. Although it under-estimates entry and exit rate, it is possible that linkage

problems in the data set cause some artificial increase in entry and exit rates.

6 Preliminary Simulation Results

Given all the estimated parameters, I next conduct several experiments to quantify the ef-

fects of changes in the economic environments on the import-competing industry. First, I

use the estimated switching model to simulate industrial evolution and job flow patterns in

an environment that bumps stochastically between the relatively inward-oriented and the

relatively open regime according to the estimated regime switching probabilities. That is,

firms correctly perceive the current regime, the regime-specific transition densities for the

aggregate shocks that are reported in Table 5.

In this experiment, using the discretized version of the MSIAH model, I first solve the in-

dustrial evolution model and find the equilibrium transition density for industry aggregates
37Standard errors of both α and η indicate these two parameters are not significant. There might be an

identification issue. This will be a point of future consideration.
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as well as the optimal decisions. Then, given the simulated path for the aggregate shocks,

I simulate 100 trajectories for 20 period years with 20 burn-in period years and take the

averages over those trajectories.

The exercise reported in Table 8 and Table 9 compares average industry characteristics during

the relatively open regime with average characteristics during the relatively closed regime.

Thus, for both types of statistics, I am describing performance in the aftermath of a regime

switch rather than the long run effects. This comparison will give insights into the short-run,

transitionary dynamics of the model.

Consistent with the reduced-form econometric studies reviewed in section 2, the model pre-

dicts that switching to the liberal regime is associated with a significant (27 percent) reduction

in the number of jobs (Table 8 and Figure 7).

The number of active firms also drops by roughly 15 percent, so a substantial fraction of the

total reduction in jobs is due to net exit. Thus the model provides a structural explanation

for the stylized fact that significant job destruction takes place on the entry/exit margin, and

it suggests that studies based on panels of continuing firms are likely to miss a fundamental

type of job flow.

Because exit takes place disproportionately at the low end of the productivity distribution,

there are also productivity gains associated with the switch to a more liberal trade regime.

Un-weighted productivity of incumbents increases 9 percent. Size weighted productivity

increases by about 2.7 percent. That is, as competition becomes tougher, the threshold

level of productivity below which staying out is more profitable increases. This, too, is

consistent with econometric studies that show productivity gains in the aftermath of a trade

liberalization due to the exit of inefficient firms (e.g., Liu (1993), Pavcnik, (2002), Eslava, et

al.,(2007)).
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Although plants that survive under the new regime are on average more productive, they

produce at a smaller scale. Specifically, the average log size of firms decreases by 1.2 percent.

These results are also supported by the econometric evidence that plants contract in the face

of import competition (Head and Ries, (1999)). The demand intercept that domestic firms

face depends on both the total number of firms, domestic and foreign, and on the average

price. The decrease in the average price of imported goods shifts down the demand that

domestic firms face. Although the corresponding decrease in the number of domestic firms

shifts the demand curve up, the net effect is negative. 38

Together, these results confirm that the model developed here is capable of replicating the

patterns of correlation familiar from other studies. But since the underlying structure that

generates these patterns is also modeled, it is possible to perform counterfactual experiments.

6.0.1 Job Flow Patterns

Table 10 and Table 11 show job flow patterns in the model simulations which are averages

over 20 trajectories. Given one set of regime simulations, I simulated 20 trajectories and

take the averages over those trajectories. Year 7 is the year where industry switches from

relatively open regime to relatively closed one. Year 13 is the year where industry switches

from relatively closed to relatively open one, that when firms start to face heightened import

competition. Figure 3 presents the same variables but only one set of simulation. As a general
38Welfare can be calculated using the indirect utility function associated with equation 3. Assuming the

consumer’s income to be zero for simplicity, the associated welfare figure in the relatively open regime is

41,432 versus 51,552 in high import price regime. However, these numbers should be taken cautiously. One

reason is that variance of prices among the foreign varieties is not taken into account. Another reason is that

model assumes that the number of foreign varieties does not change across regimes. This implies a fairly large

amount of decrease in the number of total varieties induced by net exit in the low tariff regime. Although this

assumption can be justified with the presence of export costs and negligible share of the industry in the world

market, it is a point of consideration.
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trend, in the sample data, job creation is more responsive to shocks than job destruction. That

is, job creation differs more between booms and recessions than job destruction does. This is

in contrast to a general trend observed in data for developed countries (Davis, Haltiwanger,

Schuh (1997)). One potential reason is the presence of heavy labor market regulations on

firing in developing countries as in the case of Colombia. The model does a good job of

replicating this pattern of the data; in the model too, job creation is more sensitive to

recessions and booms than job destruction is. Correlation coefficient between job creation

and net employment growth is 90 percent and correlation between job destruction and net

employment growth is about 74 percent. These numbers are 83 and 35 respectively for the

sample data.

In the model simulations, switching to relatively closed regime is associated with more than

200 percent increase in the expansion rate and close to 200 percent increase in the entry rate.

Switching from relatively closed regime to relatively open regime is associated with about 60

percent increase in the contraction rate and about 150 percent increase in the exit rate. Job

destruction rate remains high in the relatively open regime.

The model does a fairly good job replicating the extent of the job flows through expansion,

contraction and entry. It does under-shoot the exit as it does not replicate the occasional

exit of a few large plants that exit for reasons that are not modeled in the present paper.

6.0.2 Transition and Severance Payments

To analyze the nature of the transition process from the relatively closed to the relatively

open regime more closely, I simulated the economy repeatedly (20 times) after some burn-in.

I let the economy spend 6 years under the relatively closed environment followed by 6 years

under the relatively open environment and take averages of the outcomes of the 20 simula-

tions. Figure 4 show evolutions of aggregate employment, and size-weighted productivity of
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incumbents. Although net exit is one important source of productivity gain (see Figure 5),

increase in the size weighted productivity is less than the increase in the un-weighted pro-

ductivity. This implies that for the first few years of the transition, the covariance between

size and productivity decreases in the relatively open regime. More precisely, the covariance

among continuing firms decreases by about 50 percent from 0.3006 to 0.1604 when we look

at the first 6 years of the transition. That is, delays in the adjustment in size due to firing

costs worsens the relationship between size and productivity in the first couple of years of the

transition. To further verify this effect, I simulate the same economy but with lower firing

costs: I lower the firings costs, which were estimated to 23,690 peso, which is approximately

3 months wages, to approximately two months wages, 15,690 peso.

Once I find the equilibrium decisions, I simulate the economy as in the previous case, with 6

periods in the relatively closed regime, after some burn-in, followed by six years in relatively

open regime. I use the same set of random shocks in these simulations. Table 12 reports

summary statistics of these two economies during the transition. Figure 6 compares the

covariance between size and productivity of continuing firms in these two economies during

the transition. Lowering firing costs by about 1 months wages increases the covariance in

the relatively open regime by about 15 percent from 0.16 to 0.1854. Figure 7 compares the

evolution of aggregate employment in these two economies. There is no significant job gain

due to extra protection in the first 6 years of the more liberal trade regime.

This exercise sheds light on the role of severance payments in the transition to a more

liberal trade regime and the results provide a rationale for the common practice of reforming

labor market codes before trade liberalization. To examine the long-run effect of severance

payments, the next exercise compares the long-run statistics of the two industries.
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6.1 Severance Payments in the Long Run

The impact of labor adjustment costs on aggregate employment and productivity has re-

ceived considerable attention in the literature. Table 13 reports the simulation averages of

the industry aggregates in the benchmark where industry stochastically jump between the

relatively open and the relatively closed environment and in a hypothetical economy when

the severance payments are decreased from 23,690 1977 peso to 15,690 1977 peso. I simulate

both these economies over 150 periods using the Markov-Switching VAR process, repeat 30

times and take averages of the industry moments. I use the same set of random shocks both

in the benchmark case and in the hypothetical case with lower severance payments. The

immediate effect of lowering firing costs is to increase the rate of job destruction. But it also

increases the hiring propensity of firms, and the net effect is positive with approximately 1.3

percent increase in the average logarithmic size of the firms and 4 percent increase in the

total number of jobs.

The size weighted log productivity increases by about 3.3 percent. There are two sources

of the productivity change. One is the increased turnover rate and the other is the market

share reallocation among incumbents. Firing costs distort efficient market share reallocation

as it delays the response of firms to the idiosyncratic and aggregate shocks. As a result, the

covariance between size and productivity increases by about 9 percent with one months wage

reduction in the firing costs. Increase in the turnover rate works in the same direction, as

entering firms are relatively more productive than exiting firms. Note that increase in the

net entry works in the opposite direction, that is, net entry decreases aggregate productivity

as entering firms are relatively less productive than incumbents. Despite an about 30 percent

increase in the job destruction rate, a 8,000 peso reduction in severance payments lowers the

total average layoff costs by about 1,518,000 peso.

This exercise shows that severance payments have significant negative effect on aggregate
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employment and productivity, but the effect on productivity is more pronounced when we

look at the transition years towards a low import price regime.

7 Concluding Remarks and Future Work

In this paper I build and estimate a dynamic industrial evolution model with import compe-

tition where heterogeneous firms adjust their employment levels in response to each others’

behavior and to the degree of foreign competition. Preliminary counterfactual experiments

establish the link between the macroeconomic environment and the response of the industry

to greater openness. Additional experiments in progress include the role of expectations in

regime sustainability and the impact of exchange rate volatility.

Exporting opportunities becoming available with trade liberalization is one important channel

in the selection process. Relatively efficient firms in the domestic market gain access to the

foreign markets and increase their market. In this paper I do not consider export and apply

the model developed in this paper to an industry where firms mostly serve the domestic

market. Adding export to the model is one important future extension envisioned.

Productivity gain in the model emphasizes the selection channel, which is empirically shown

to be a very important source of the aggregate productivity after trade liberalization.[40] But

another channel which might also be important is intra-firm productivity gain. Intra-firm

productivity is taken as an exogenous process in the model, so it would be interesting to

endogenize intra-firm productivity process, through e.g. technology adoption or imported

intermediate goods.
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8 Appendix

8.1 Construction of Industry Specific Average Imported Goods Prices

Average imported good prices are constructed as follows:

PF,t = DPF,t(1 + τt)(
et

PCPI
t

), (15)

where DPF,baseyear denotes the average price of imported varieties in dollar term, τt denotes

the tariff rate for the four digit industry, et denotes the nominal exchange rate, PCPI
t denotes

the consumer price index at period and subscripts t denotes the time. Notice that the real

exchange rate variation is going to be picked up by the last term, et

P CPI
t

.
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8.2 Computational Issues

8.2.1 Discretization

In the model, productivity process and the process that governs evolution of aggregate shocks

are discretized using the Gaussian quadrature nodes as described in Tauchen and Hussey

(1991). Productivity process is estimated using 6 discrete points. The model results did not

show sensitivity with increasing number of discrete points for the productivity process. The

transition density for aggregate shocks is estimated using Markov switching technique. There

are two VAR processes that corresponds the two regimes and transition probabilities that

govern regime switching. In order to discretize this process, I use total 8 discrete points, 4

for regime 1 and 4 for regime 2. For each regime I use 2 discrete points for import prices and

2 for wages. Notice that regime variable becomes a state variable in this case.

Firms dynamic optimization problem is solved by computing an approximation to the value

function on the grid points. The resulting endogenous aggregate state variables are not

restricted to being on the grid, and corresponding policy decisions are computed using cubic

spline interpolation techniques.

8.2.2 Optimization Routines

Simulated annealing routines together with pattern search algorithms are used in the esti-

mation of structural parameters. Simulated annealing optimization algorithm imitates the

annealing process by controlling the search using temperature parameter that starts from

a high temperature and it lowers/ cool down at each iteration with an improvement of the

value of the objective function. This algorithm also accepts points which do not improve the

objective so as not to trap into local minima where the probability of doing so depends on

the value of the temperature.
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Table 1: Import and Export in Colombian Metal Products Industry

1979 1984 1985 1988 1991

Export Orientation Ratio 0.05 0.012 0.021 0.06 0.07

Import Penetration Ratio 0.19 0.27 0.17 0.22 0.27

Source: DANE and COMTRADE, author’s calculation.

Table 2: Entry in the Metal Products Industry(1977-1991)

Average output share of entrants % 15

Average entry rate % 22

Average exit rate % 21

Source: DANE, author’s calculation.
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Figure 1: Nominal Tariff Rates for the Structural Metal Products Industry (SIC 3813),

Source: DANE
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Table 3: Job Creation and Destruction in Colombian Metal Products Industry

Year Expansion Contraction Entry Exit

((Et − Et−1)/Lt−1) ((Ct − Ct−1)/Lt−1) (Bt/Lt−1) (Dt−1/Lt−1)

1978 0.213 -0.028 0.091 -0.076

1979 0.077 -0.064 0.064 -0.063

1980 0.057 -0.045 0.077 -0.078

1981 0.129 -0.050 0.086 -0.136

1982 0.071 -0.136 0.076 -0.087

1983 0.045 -0.047 0.058 -0.318

1984 0.073 -0.063 0.338 -0.197

1985 0.018 -0.103 0.138 -0.081

1986 0.249 -0.033 0.014 -0.135

1987 0.032 -0.132 0.013 -0.041

1988 0.070 -0.065 0.125 -0.064

1989 0.155 -0.035 0.040 -0.060

1990 0.044 -0.107 0.021 -0.068

1991 0.027 -0.119 0.047 -0.054

Source: DANE, author’s calculation.
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Table 5: Parameters of the MS-VAR models

Wage Price

Intercept β1
0(regime 1) 1.922979 (0.3296) 0.447000 ( 0.1493)

Intercept β2
0 (regime 2) 0.052081 ( 0.1520 ) -0.894257 ( 0.5112)

AR coefficients β1
1 (regime 1 ) 0.513143 (0.0819 ) -0.084700 ( 0.0376)

-0.014908 ( 0.0083 ) 0.970000 (0.0037)

AR coefficients β2
1 (regime 2) 0.990542 (0.0410) 0.289291 ( 0.1377)

-0.003526 ( 0.0050) 0.953829 ( 0.0175)

Covariance matrix Σ1(regime 1) 4.5240e-4 -1.5667e-5

-1.5667e-5 9.5084e-5

Covariance matrix Σ2 (regime 2) 1.2329e-4 6.0883e-5

6.0883e-5 1.5470e-3

Switching probabilities Π 0.9842 0.0158

0.0185 0.9815

Log Likelihood 1135.8398

LR Linearity Test 224.4336

DAVIES 0.0000∗∗

Data source: ILO, UN COMTRADE, Banco de la Repblica de Colombia, and Secretaria Distrital De Planeacion. Standard deviations are in parentheses.
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Table 10: Job Creation and Destruction in the Model

Year Expansion Contraction Entry Exit

((Et − Et−1)/Lt−1) ((Ct − Ct−1)/Lt−1) (Bt/Lt−1) (Dt−1/Lt−1)

Year 1 0.0485 -0.1128 0.052 -0.0558

Year 2 0.0621 -0.1040 0.0388 -0.0705

Year 3 0.0500 -0.0700 0.0692 -0.0676

Year 4 0.0597 -0.0837 0.087 -0.0341

Year 5 0.0698 -0.0578 0.036 -0.03

Year 6 0.0789 -0.0881 0.0501 -0.0414

Year 7 0.2535 -0.0504 0.1481 -0.0236

Year 8 0.0805 -0.0757 0.128 -0.0323

Year 9 0.1012 -0.0855 0.0729 -0.0428

Year 10 0.0707 -0.0522 0.075 -0.0406

Year 11 0.0637 -0.0861 0.0535 -0.0427

Year 12 0.0832 -0.0956 0.0594 -0.0393

Year 13 0.0623 -0.1513 0.0346 -0.0971

Year 14 0.0527 -0.094 0.0174 -0.0674

Year 15 0.0458 -0.0844 0.0343 -0.073

Year 16 0.0501 -0.0444 0.0452 -0.0821

Source: Model Simulations. Averages over 20 trajectories.
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Figure 3: Job Flows in the Model
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Figure 4: Productivity of Incumbent Firms
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Figure 5: Productivity of Exiting Firms
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Figure 6: Covariance of Productivity and Size
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Figure 7: Aggregate Employment in the Model Simulations
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