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ABSTRACT

This paper argues that a change in the fed funds target begins to affect the economy as
soon as it becomes anticipated by markets, with innovations in mortgage rates driven in part
by innovations in the level and slope of the term structure of expected near-horizon fed funds
rates. Despite this instantaneous anticipatory response of mortgage rates, the consequences
for housing of a change in monetary policy are drawn out over a long period of time due
to heterogeneity across households in time required to purchase a home. This framework
facilitates detailed measurement and interpretation of the time lags relating monetary policy
to the housing market, and motivates a daily index that can be used to summarize the current

and future economic implications of recent Fed policy changes.

*T am grateful to Marjorie Flavin, Seth Pruitt, and Eric Swanson for helpful comments

on an earlier draft of this paper.



1 Introduction.

How do we assess the effects of monetary policy on the economy? One approach (e.g.,
Christiano, Eichenbaum, and Evans, 1999) is to postulate a rule relating a policy instrument
such as the fed funds rate to current and lagged values of a set of other macroeconomic
variables. The coefficients on lagged variables are typically unrestricted, intended to capture
any information that the Fed might use in forming forecasts. The hope is that by a careful
selection of which contemporaneous variables to include, such a relation might be interpreted
as the policy rule followed by the Federal Reserve, and its residuals as deviations from that
policy rule. By measuring the historical correlations between these residuals and subsequent
economic outcomes, we could then infer the consequences for the economy when the Fed
chooses to deviate from its usual policy.

Much of the focus in these efforts has been on which contemporaneous restrictions are
appropriate to impose. I would like to raise here a second, often neglected issue: Which
variables are appropriate to include in the lagged information set, and how long would the
ideal time delay be between “contemporaneous” and “lagged” values of variables? In reality
the Fed is looking not just at the handful of variables included in the usual VAR, but rather
at hundreds of data series, and consulting these values not just once a month but minute-by-
minute. If it were logistically feasible, would the lagged values in the proposed Fed policy
equation be those known as of the day before the policy change rather than the month
before, and would we want to use the complete set of all variables known to the Fed in the

information set?



Kuttner (2001) and Cochrane and Piazzesi (2002) illustrated how one might try to mea-
sure the effects of policy if we chose to answer the latter questions in the affirmative. How-
ever, Table 1 highlights one important practical limitation of adopting this perspective for
the most recent data. The table lists each day over the last four years on which the Federal
Reserve changed the target for the fed funds rate. The last column indicates the amount
by which the current month’s fed funds futures price changed on that day. On each of the
15 most recent rate hikes, this change was less than a basis point. In other words, the
market knew, well before it happened and with virtually perfect certainty, that the Fed was
going to raise the target on each of these 15 occasions. Thus if the lagged information set
for the proposed Fed policy equation includes everything known to markets the day before
the policy action, we would be forced to conclude that there have been no monetary policy
shocks over the last two years. If would furthermore imply that regardless of which variables
are included in the VAR or which are designated as contemporaneous, the residuals from
the fed funds rate equation in a monthly VAR represent entirely specification error rather
than truly unanticipated deviations by the Fed.!

Notwithstanding, I would submit that there have been some very significant monetary
policy decisions made over the last few years, and that measuring the economic consequences
of these decisions is a prime assignment for empirical researchers. The reality is that markets

have learned to anticipate and the Fed has learned to signal what it is going to do well before

! This is related to Rudebusch’s (1998) observation that typical VAR-derived forecast errors look quite
different from the forecast errors one would impute to markets on the basis of fed funds futures prices, taken
to the logical limit that, using daily intervals and recent data, the latter vanish altogether. Brissimis and
Magginas (2006) suggested that at a minimum it is wise to include the previous month’s fed funds futures
price and index of leading indicators in the VAR.



the target is actually changed. The relevant question is therefore not how much of the actual
target change comes as a surprise from the perspective of information available the day (or
month) before, but rather more broadly what is the nature of evolving new information
about what the Fed is going to do over the near future.

This is the viewpoint adopted by two other recent studies. Giirkaynak, Sack, and
Swanson (2005) looked at the change in fed funds futures prices not just at the time of
a target change but further within 30-minute intervals of any major announcements that
communicated future Fed intentions. Andersson, Dillén, and Sillin (2006) examined the
weekly consequences for interest rates of monetary policy announcements from the Swedish
Riksbank. However, even using 30-minute intervals does not satisfactorily resolve the fun-
damental identification problem— why did the Fed choose to announce something other than
what the markets expected? Perhaps, and this is the hope of the Giirkaynak, Sack, and
Swanson identification strategy, the surprise arose because the Fed has policy weights on
fighting inflation or unemployment that differ from those assumed by the market, and the
Fed is simply signaling its preferences more accurately. However, a plausible and perhaps
more common alternative is that the Fed has different economic information or a different
economic model, and is communicating to the public that, for example, the inflation danger
is higher than the market had been recognizing. Knowing which of these two is represented
by the announcement effect strikes me as a fundamentally intractable problem.

Apart from the perhaps elusive goal of measuring monetary policy “shocks”, there has

always been a second reason to be interested in the impulse-response functions that emerge



from monthly VARs, which is that they give us the answer to a particular conditional
forecasting question: If we are informed that the fed funds rate for month m is higher than
we would have anticipated on the basis of a particular specified set of current and lagged
variables, how would that cause us to revise our forecast of other macro variables for some
future month m + s? In that spirit, I investigate in this paper the answer to a different
forecasting question. Suppose we learn on day d that the Fed is going to set some value
for the fed funds rate over the next few months that is different from what we had expected
them to do on day d — 1. How would that new information cause us to revise our forecast
of other macro variables for some future month m + s?

Just as with traditional VARs, the answer to this forecasting question is related to, but
not necessarily the same as, the policy question of interest. The Fed decision-makers would
like to know the answer to the following question: If they set next month’s fed funds rate
to 5.5% rather than 5.25%, what difference will that make for the economy? The question
I am able to answer for them is the following— if you tell me the rate is going to be 5.5%
rather than 5.25%, here is how I’ll change my forecast of the variables you may be concerned
about. If the policy choice they are currently contemplating is similar to the forces that
produced the historical correlations in the data, then the answer to the second question
may be a fairly useful guide to the first, and in any event offers us another set of reduced-
form forecasting relations that are interesting to document alongside those captured by the
familiar monthly VARs. I will in fact argue that for the specific question studied in this

paper— the consequences of Fed policy for new home sales— there is a particular framework



for interpreting these correlations that gives us greater confidence that the answer to the
conditional forecasting question provides a useful guide for the policy question.

The plan of the paper is as follows. Section 2 reviews evidence on the time-series
properties of daily changes in near-term fed funds futures prices, and concludes that these
changes primarily result from daily changes in a rational anticipation of what the Fed is
going to do next.

Section 3 documents that weekly mortgage rates follow a near-martingale, whose inno-
vations are directly related to the daily changes in fed funds futures. I find this relation can
be well-characterized as a dependence of changes in mortgage rates on changes in the level
and slope of the near-horizon fed funds futures, with the same coefficients found regardless
of which day of the week one uses, whether one uses only those changes associated with
policy announcement days, days of particular macroeconomic news releases, or the level of
time aggregation up to a month. The invariance of the answer to this conditional forecast-
ing question with respect to the information that produced a revision in the expectation of
Fed policy should give us added confidence that the answer to the conditional forecasting
question may be quite appropriate to use as a guide for policy-makers in this particular case.

Section 4 then investigates the forecasting relation between weekly mortgage rates and
the level of new home sales, documenting that there is a very long, sustained lag. Some
of the sales for a given month depend on mortgage rate changes that occurred during the
previous month, while sales of other homes within that same month appear to be responding

to mortgage rates up to six months earlier. The paper attributes this lag in part to het-



erogeneity across households. The mean lag of the time-series relation turns out to match
closely the mean lag of the cross-sectional distribution across different households in the
time spent searching before buying a home. The distribution also turns out to be consistent
with the long lags relating home sales to previous changes in fed funds futures prices.

Taken together, the evidence supports the following interpretation of the way in which
monetary policy affects the economy. Current mortgage rates reflect a rational anticipation
of everything the Fed may do in the future. If the Fed wants to change mortgage rates,
it has to do something other than what the market expected. Any new information about
what the Fed is going to do shows up essentially instantly in mortgage rates, but due to
heterogeneity across households in information—processing and house search times, shows up
only gradually over time in new home sales. The biggest effect on home sales is observed
15 weeks after the change in policy is first perceived by futures markets.

The framework not only provides a more detailed way to measure and interpret the
dynamic response of the economy to changes in monetary policy, but also affords a daily
summary of the current and future consequences of recent monetary policy. This measure
identifies a shift from contractionary to expansionary monetary policy as beginning on July
13, 2006. However, as a consequence of the preceding monetary tightening, the cumulative
consequences of monetary policy could not be described as expansionary until October 12,

2006.



2 Anticipations of the fed funds rate.

2.1 Fed funds futures data.

The fed funds rate for month m, denoted r,,, is typically measured as the average value of
the effective fed funds rate over all the days of that month. Since October 1988, it has been
possible on any business day to buy or sell through the Chicago Board of Trade a futures
contract whose payoff depends on what the value of r,, turns out to be. A contract on
day d for the current month specifies a futures price or interest rate, denoted Fi(d), such
that if the current month’s fed funds rate (denoted 7,+(4)) turns out to be less than Fi(d),
the seller of the contract will have to compensate the buyer an amount that depends on the
difference Fi(d) — Tme@). If Tm=@ > Fi(d), the buyer will pay the seller. One can also
buy a contract for the following month, whose implied interest rate is denoted F(d). For
example, one could purchase on d = May 22, 2006 a contract specifying Fy(d) = 503 basis
points (a 5.03% annual interest rate). The actual interest rate for June turned out to be
T14+m+(@ = 900.5 basis points, so the buyer of that one-month-ahead contract made a slight
profit. One could also purchase a 2-month-ahead contract at rate F3(d), which if purchased
on May 22 would be a bet about the July value for r,,. Longer-term contracts can also be
traded, though many a bit thinly in the early part of the sample, and this study will focus
on only the very near-term contracts.

The basic data used in this study are the daily changes (in basis points) of each day’s

settlement futures prices over the period October 3, 1988 to June 30, 2006.>  Let fi(d)

2 Data were purchased from the Chicago Board of Trade.



denote the change on day d for the current month’s contract:

Fi(d) — Fi(d—1) ifm*(d) =m*(d—1)
fild) =

Fi(d) — F5(d — 1) otherwise
Thus a positive value for fi(d) might be taken as a signal that investors received some
information during day d leading them to anticipate a higher value for r,,- ) than they had
previously expected. Likewise let fo(d) denote Fy(d) — Fa(d — 1) for a typical day (and
fa(d) = Fy(d) — F3(d — 1) if d is the first day of the month) while f3(d) = F5(d) — Fy(d — 1)
if d is the first day of the month and f3(d) = F3(d) — F3(d — 1) otherwise.

As noted by Hamilton (2006), standard finance theory states that the futures prices

should satisfy

Eq[Aj(d)Fj(d)] = Ea[A\j(d)rms(a)+1-5]

for E,4[] the expectation based on all information available at the end of day d and \;(d)
the pricing kernel relating day d to the first day of the next jth month. The pricing kernel
A;(d) is in units of a few month’s interest factor, and one would not expect daily changes
in this magnitude to be large. Hence, daily changes in the futures prices are likely to be

dominated by new information about interest rates,

fi(d) = Ea(rms@y+1-5) — Ea-1(rm=@y+1-5) (1)

with the approximation exact in the special case of risk neutrality.
Hamilton (2006) examined some of the empirical evidence in support of (1). Although

most previous researchers such as Sack (2004) and Piazzesi and Swanson (2006) have found?



a statistically significant negative mean for f;(d), this is strongly influenced by a few big
interest rate drops that caught the market by surprise. Maximum likelihood estimation of
the population mean of f;(d) that allows for EGARCH and calendar-based heteroskedasticity
along with a non-Normal distribution ends up implying a positive (and far from statistically
significant) rather than a negative value for the mean.

Hamilton (2006) did find some statistically significant serial correlation in f;(d), but
this seems to be of very limited economic significance. The one-day-ahead R? from these
autoregressions is below 0.03 and the forecastability more than one day ahead is essentially
zZero.

Piazzesi and Swanson (2006) proposed a number of interest rate spreads that seem to
help predict longer-horizon monthly fed funds futures pricing errors. Hamilton (2006) found
that the previous day’s values for these spreads were generally of very limited use for trying
to predict f;(d) for i = 1,2, or 3. That paper also confirmed Piazzesi and Swanson’s finding
that the monthly nonfarm payroll does seem to make a statistically significant contribution
for predicting f» (d) and f3(d), though the R? of this regression is only 2%. The results
that will be reported below turn out to be unaffected by whether or not these numbers are
included as conditioning variables. Hamilton (2006) also found a statistically significant

coefficient on the first lag fi(d — 1) in a 5-day autoregression. However, this coefficient is

3 Most previous studies have looked at monthly forecast errors such as 7, — Fa(d(m — 1)) for df (m) the
last day of month m. Since I'm using settlement prices, Fi(d'(m)) = ry, and Y o A(m) J1(d) is identically
equal to 7, — Fy(dt(m — 1)) for A(m) the set of all days that fall within month m. Thus the sample mean

of fi(d) is based on exactly the same statistic (namely, the sum of all fi(d)) as is the sample mean of
T — Fo(df(m — 1)),



only 0.15, implying again a tiny R? and virtually zero predictability more than one day in
advance.

Furthermore, as documented more fully by Hamilton (2006) and Giirkaynak, Sack, and
Swanson (forthcoming), among others, the near-term futures contracts offer excellent fore-
casts of the actual fed funds rate. For example, let d'(m) denote the last business day
of month m. For the full sample of data studied here, the forecast errors associated with
one-month-ahead futures contracts r,, — Fy(d'(m — 1)) have an average squared value of
128 basis points, which is only a third of the average squared change in the funds rate itself
(Ta — Tm—1). The mean squared errors for two-month-ahead contracts r,, — F3(d'(m — 2))
and three-month-ahead contracts 7, — Fy(d'(m — 3)) have comparable improvements (69%
and 64%, respectively) relative to the forecast errors assuming no change (r,, — 7,2 and
T'm — T'm—3, respectively).

In more recent years, the futures prices have become quite astounding in the accuracy of
their predictions. For data over 2003:01 through 2006:06, they offer 97% improvements in
mean squared error for purposes of predicting the fed funds rate relative to a random walk.

I conclude that while one can find some statistical evidence of predictability of f;(d), any
daily fluctuations in the implicit risk premium could at most account for a very small part
of the variance of f;(d). Instead, daily changes in f;(d) primarily reflect changes in market
participants’ assessments of where the federal funds rate is likely to be over the next few

months. Particularly in recent years, markets to a very good job in making this assessment.
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2.2 Summarizing new information about Fed policy.

The data described above register three conceptually different things that the market may
have learned on day d about the near-term course of Fed policy. The news on day d may
have warranted a revision in the expectation of the fed funds rate for the current month
(f1(d)), the following month (f3(d)) or the month after that (f3(d)). Of course, these 3
variables are far from independent— the correlation between fo(d) and f3(d), for example, is
0.90. Thus, while one could in principle ask what would happen if f5(d) were to increase
with f3(d) constant, in practice such a thought experiment is quite dissimilar to what has
typically been experienced. On the other hand, the variable f3(d)— f2(d) has a correlation of
only 0.13 with f5(d), so it is quite natural to regard fo(d) and (f3(d) — f2(d)) as two separate,
largely uncorrelated shocks. I have for this reason found it instructive to summarize changes
in market expectations about near-term monetary policy in terms of the level, slope, and

curvature of the implied term structure for fed funds, where

{(d) = f2(d)

s(d) = fs(d) = fa(d)
c(d) = f3(d) — 2fo(d) + f1(d).
The fitted values of a regression on (fi(d), fa(d), f3(d))" are of course numerically identical
to those for a regression on (¢(d), s(d),c(d))’, and the coordinate system in which results

are reported below is simply a rotation of corresponding results that could be expressed in

terms of the original f;(d). Where these regressions differ is in the nature of the partial

11



derivative questions to which individual regression coefficients represent the answer. In a
regression on (¢(d), s(d), c(d))’, the coefficient on £(d) is telling us what would happen if ¢(d)
were to increase with s(d) and ¢(d) were constant, in other words, the coefficient on the level
¢(d) is the answer to the question, what would happen if the market’s expectation of the
fed funds rate for the current month, the following month, and the month after that were
all to increase together by 1 basis point.?  The coefficient on the slope s(d) indicates the
consequences if we were told that the fed funds rate is going to be rising by 1 basis point per
month for each of the following two months. Finally, the curvature ¢(d) tells us what would
happen if the fed funds rate is expected to increase at a faster rate between next month and

the following relative to the increase between this month and next.
3 Determinants of mortgage rates.

The appendix reviews the reasons why daily changes in a 30-year fixed mortgage rate should
approximately follow a martingale difference sequence. Empirical support for this prediction
will be presented shortly. But first I note that if daily changes (or, more generally, daily
innovations) in the mortgage rate are driven by previously unavailable information about
interest rates and discount factors, one question of interest is the importance in this infor-
mation of changed expecations about what the Fed is going to do over the very near future

feature. If one had daily mortgage data available, one could measure the contribution of

* Selecting f2(d) as the basis for the level rather than fi(d) is warranted by the fact that it is closer to
being a factor for (f1(d), f2(d), f3(d))’ than is fi(d), and also tends to have a stronger correlation with other
macro variables of interest than does f1(d). For these reasons, f2(d) is a more logical candidate to represent
the overall level of the near-term fed funds term structure than is fi(d).

12



near-term expectations of monetary policy to mortgage rates by estimating the values of 6;

in the following regression:
R(d) — R(d — 1) = 614(d) + 025(d) + O5¢(d) + e(d) (2)

where e(d) and each of the regressors would be expected to be approximate martingale
difference sequences. It follows from (2) that in a regression of the change in mortgage rates

over q days,

R(d) = R~ 0) = 3y ld ) + 3 ags(d = )+ 3 fugeld — ) + <) (3)

we should find 3;; = 0; for i = 1,2,3 and j = 1,2, ...,q where {e(d),e(d — q),e(d — 2q), ...}
would again be a martingale difference sequence since e(d) = e(d)+e(d—1)+- - -+e(d—q+1).
A survey of U.S. national average mortgage rates is reported weekly by the Federal Home
Loan Mortgage Corporation (Freddie Mac), and available from FRED, the databank of the
Federal Reserve Bank of St. Louis. These data were released on Fridays from April 2,
1971 to January 2, 2004, and have been released on Thursdays since January 8, 2004. The
empirical estimates in this section are all based on the weekly change in this series measured
in basis points, denoted AR,,, for the period since fed funds futures have been traded.
Table 2 summarizes some of the univariate properties of this series. The mean is not
statistically significantly different from zero (see Hypothesis H([,l] in Table 3), consistent with
the martingale hypothesis. In a regression of the weekly change on the change of each of the
previous 6 weeks, the coefficients on lags 1 and 3 are statistically significant. However, it is

hard to attach much economic significance to these results, since the R? of this regression is
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only 0.02. Moreover, even this very modest predictability dies off very quickly as one tries
to forecast farther than one week into the future. Nevertheless, I include a constant term
and 3 lags in all subsequent regressions.

I also checked for longer-term predictability based on the monthly mortgage rate as
commonly constructed, which is simply the average of the weekly mortgage rate over the 4
or 5 weeks whose reporting day falls within a given month. The results from adding the
monthly change in this series for each of the 6 months that come before a given week w are
reported in the last column of Table 2. An F test easily accepts the null hypothesis that
all monthly coefficients are zero (H([)g] in Table 3).

I also looked for predictability of weekly mortgage changes using each of the variables
considered by Piazzesi and Swanson (2006) for predicting fed funds futures. For yield
spreads, this was based on the value of the relevant interest rates that would have been
known 3 days prior to the release day for week w — 1.5  Table 4 reports that none of the
yield spreads investigated helps to predict weekly changes in mortgage rates. I also found
no indication that the 12-month growth in employment for the most recent month completed
prior to week w — 1 helps predict weekly changes in mortgage rates.

I conclude that, although weekly mortgage rates do not literally follow a martingale, that
appears to be an excellent approximation for this data set.

I then investigate the validity of the hypothesis in (3) by regressing the weekly change

5 For example, for week w = June 29, 2006, the previous week’s reporting day was Thursday, June 22, so
the interest rates used are for the first business day prior to Monday, June 19, which was Friday, June 16.
The reason for lagging interest rates by 4 days in this way will be explained shortly.

14



in mortgage rates on daily innovations in the level, slope, and curvature of fed funds futures
prices. Let £, denote the change in the level of the fed funds futures on the day on which
the week w mortgage rate would normally be released, if the Chicago Board of Trade was
open on that day, while ¢, is defined to be zero if the Chicago Board of Trade was closed
on that day. Thus prior to 2004, ¢, is based on the change on Friday for a fed funds
contract settled in the following month, while £,,; would represent a Thursday change for
weeks w since 2004. Let {2 denote the change on the preceding day (namely, Thursdays
prior to 2004, Wednesdays since) if data are available for that day and zero otherwise. Thus
(Cuwts L2, -y L 13)" collects all the changes in the month-ahead fed futures for the 13 most
recent usual business days prior to and including the usual release day. Collect changes in
the slope and curvature in analogous vectors (Sy1, Sw2, ---, Sw13) and (w1, Cw2, -, Cuw 13)"
Figure 1 plots the coefficients and 95% confidence intervals on changes in level, slope,

and curvature in the regression
3 13
ARy, =c+ Z: Boj ARy + Z; (B15uwj + Bagsug + Bajcu;) + €u- (4)
j= j=
For example, the top panel plots 3,; as a function of j. It is quite striking that there are
no effects of changes in fed funds futures on mortgage rates for the first 3 days.

In the current system in which the weekly mortgage data are released on a Thursday,
Freddie Mac officials tell me they stop collecting numbers on Wednesday, and that most of
the reports from individual banks come in on Monday or Tuesday. For a quote from an
individual bank that Freddie Mac receives on Monday, it would be physically impossible

for the unpredicted movements in fed funds futures on Tuesday, Wednesday, or Thursday

15



(which in turn are reflected in the values of £,,;, s, and ¢,; for j = 3,2, and 1, respectively)
to have any effect on the reported mortgage. Moreover, banks that do report on Tuesday
could well be submitting a rate that was set on Monday, in which case /,,3 would again not
affect the value of R,,.

Although there are doubtless some differences in the specific day and nature of the
number that different sources report to Freddie Mac, it is interesting to consider what we
would expect to find in (4) if we considered R,, to be a uniform value determined on Monday
(that is, the day corresponding to £,,4), and if the framework proposed in (3) were valid. In
that case, we would predict that (1) the coefficients on 3;; should all be zero for j € {1,2, 3},
since these reflect information that came in after the time at which R, was set; (2) the
coefficients on f3;; should also be zero for j € {9,10,11,12, 13}, since information arriving on
these days should have already been reflected in the value of R,,_1; and (3) the coefficients
f31; should all be the same for j € {4,5,6,7,8}, since these are just alternative estimates of
the single number 6;; likewise the 35, should all equal ¢, and the 35; should all equal 63 for
j €4{4,5,6,7,8}. Formal tests of these hypotheses turn out to be accepted (see H([,4] and
H([)s] in Table 3). One might see a suggestion from Figure 1 that ,, and (,, are smaller
than the others, which would be consistent with the claim that a fraction of the banks are
reporting values set on Friday. That hypothesis would also imply a nonzero value for 3
and (359, which again is suggested by the figure at least for (3,9. But while that alternative

hypothesis is quite plausible and hinted at by the point estimates, the evidence for it is not

statistically significant. Furthermore, any modification of the statement of the results in
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this direction would lend even more credence to the claim that (2) is the correct theoretical
framework for predicting how daily mortgage rates would behave if we had accurate daily
data available. For purposes of having a formal null hypothesis to test, however, I will
maintain the view that AR, can be interpreted as the Monday-to-Monday change in an
implicit daily mortgage series.

Note further that the curvature coefficients 35; do not appear to contributing anything
for any 7 (Hypothesis Hg)ﬁ])f only the level and slope seem to matter. Another way to state
this hypothesis this is that the value of f;(d) does not contribute any additional information
beyond that already contained in fy(d) and f3(d).

Coefficient estimates that result from imposing hypotheses H([J4] and H([,G], that is, from

estimation of

3 8
AR’LU = C + Z/GOJARU)_] + Z (/Bljgwj + /82ij3> + gw (5)

Jj=1 Jj=4

are reported in the first 5 rows of Table 5. It is natural to interpret the values Blj as b
independent estimates of #;. These estimates all suggest a value of §; around 0.5, meaning
that if the market raises its estimate of the near-term level of the fed funds rate by 10 basis
points, the 30-year mortgage rate would go up by 5 basis points. The slope coefficients
sz in (5) likewise give 5 independent estimates of 65, each of which suggests a value for 6,
around 1.3, meaning if the rate at which the Fed is expected to be raising interest rates goes
up by 10 basis points per month, the mortgage rate would rise to 13 basis points.

The theoretical framework asserts that we could alternatively estimate 6; and 6, by

17



combining the information from each day of the week,

3 8 8
ARy =c+) BojARu—j+01) luj+02) suj+cw,

Jj=1 j=4 j=4
as in row (6) of Table 5. The R? of the above regression is 0.35, meaning that about a
third of the variance of weekly changes in mortgage rates is accountable by new information
about what the federal funds rate is likely to be over the next few months.

I next explore whether ¢(d) and s(d) appear to have the same effect on R, regardless of
the nature of the news that prompted the change in expectations. One way to investigate
this is to single out those days for which Giirkaynak, Sack, and Swanson (2005) identified
monetary policy statements to be a key factor driving changes in the fed funds futures

markets. There are 139 such days (all between 1990 and 2005) within the sample. Let

[MP]
wl

a = 1 if the day on which R, would usually be reported happened also to be a day on

which Giirkaynak, Sack, and Swanson determined that a major policy announcement was

[MP]
wl

(M P]

wa = 1 if a policy announcement

issued, with a otherwise defined to be zero. Let a
occurred on the previous day, and so on. We can test whether the effects of fed funds
changes that occur on days of monetary policy announcements are any different from those
on other days by testing whether the ﬂ%}/m] are all zero in
3
ARy =c+ ) Bo;ARy j+
=1

8
j —

8
Jj=4 Jj=

This hypothesis (Hom in Table 3) indeed turns out to be accepted, suggesting that it is the
expected path of the fed funds rate itself, regardless of how that expectation may have come

about, that matters for determining mortgage rates.
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It is also interesting to ask what the estimates of #; and 6, would look like if we used only
those changes in fed funds futures that occurred on days of monetary policy announcements,

that is, based on OLS estimation of

3 8
MP] [ o[MP MP
=1 j=4
The estimated values of ﬁ%wp] are reported in rows (7)-(11) of Table 5. This is asking a

lot of the data, since there there are typically only 28 observations relevant for estimating a

¢ Even so, the level

given coefficient 6%}/[13]’ and this is reflected in large standard errors.

coefficients on the third and fifth day of the week are each statistically significantly different

from zero, all 10 estimated coefficients are positive, and all are within the range, given the

standard errors, of values that would be expected if they were providing estimates of the

same values 6, and 6 identified in earlier rows in the table. One can get considerably

more power by grouping the five days together, and indeed one accepts the hypothesis that
(8]

coefficients on each day are the same (H;~ in Table 3). Imposing this hypothesis, the implied

estimates of 9[1MP] and H[QMP] from

3 8 8
AR, =c+ Y Bo;ARy—; + 0> ali ™0, + 05" ali s, + e (6)
j=1 j=4 j=4

then have much more accuracy, and are extremely close to those obtained from the full
sample, as seen in row (12) of Table 5.
I found similar results using only data from days on which other particular announcements

are made. For example, let aij] = 1 if a capacity utilization figure was released on day

¢ The deterioration in standard errors between rows (1)-(5) and (7)-(11) is not as great as one might have
expected given the huge reduction in the number of useful observations because a disproportionately large

(M P]

share of the variance of £,,; and s,,; is accounted for by those days for which a,, ;s nonzero.
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U]

j of week w, with af} 7

= 1 otherwise. Although these release dates do not allow one
to estimate each individual day effect, one can calculate effects cumulating over the week,
replacing aq[f)\;-[ Flin (6) with aEUC;U]. Note that such an estimate makes no use of changes in fed
funds futures on any day other than those on which capacity utilization data are released,
and one would expect that this particular news was a key factor accounting for the variation
in 4,; and s,; on these days. Yet we find in row (13) of Table 5 that the response of
mortgage rates to new information about near-term fed funds rates is virtually the same as
when we use only days of monetary policy announcements (row 12) or all days unrestricted
(row 6), and formally accept the hypothesis that capacity utilization announcement days are
the same as any other (hypothesis H([)g] in Table 3). The same is true if we only use those
days on which unemployment (row 14 of Table 5 and Hélo] in Table 3) or the consumer price
index are released (row 15 and HO[H]). Release of the consumer confidence numbers does
not seem to have that much effect on fed funds futures, so the standard errors if we were
forced to rely on only these days are quite big (row 16), though again the estimates using
only these days are statistically consistent with those for all other days (H0[12]).

Stretching the maintained assumption that daily changes in the risk premium are negligi-
ble on into months may be questionable, but it is interesting to predict what should happen
over longer intervals again under the stark hypothesis that (2) is exactly true. Of course

the relations would not hold for monthly mortgage rates as conventionally calculated, since

the latter involve time aggregation over a random number of weeks (some months have 4

" These dates were taken from MMS data kindly provided me by Andra Ghent.
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weeks, others 5) which would destroy the hypothesized martingale property of the underlying
weekly data. However, we can construct an artificial monthly series, properly and consis-
tently aggregated, as follows. Let R,,; be the mortgage rate for the last week whose release
date falls within month m. Let R, be the mortgage rate for the week before that (the
next-to-last week of the month), and so on. Our focus will be on the value of le - ng),
which corresponds to the cumulative change in the mortgage over the last four weeks of
month m. If the weekly series R, were a martingale, then the monthly series ﬁml — ﬁm5
would be uncorrelated with Rm—l,l — Rm_l’g).

Let £,,; denote the cumulative change in the expected level of the fed funds rate over the

5 days associated with R, that is, if w*(m) denotes the last week of month m, then

8
by = D L (m).j-
=4

Let £,,5 denote the cumulative level change for the week before that, and let s,,; denote
analogous cumulative slope changes for various weeks of month m. The weekly martingale

hypothesis would then imply that in the monthly regression,

4
le - RmS =c+ Z(ﬁlkemk + ﬁ2k§mk) + gm
k=1

the error &, should again be serially uncorrelated and the coefficients Blk would give us 4
independent estimates of the same structural coefficient 6; hypothesized to be governing the
underlying latent daily relation; sz likewise give us 4 estimates of ;. These estimates
are reported in rows (17)-(20) of Table 5. The estimates for ¢, tend to be a little smaller

and those for 65 a little bigger than those obtained from the original weekly data, though
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confidence intervals for each separate estimate easily include the predicted value. Again
we accept the hypothesis (H([,13] in Table 3) that the coefficients Blk are all the same, as are
the B%, and imposing this restriction gives yet another new pair of estimates in row (21) of
Table 5 that are quite consistent with all the others that have been obtained.

Expectations about the near-term fed funds rate could have changed for a variety of
reasons. The market may be inferring from knowledge of the Fed’s Taylor policy rule that
unexpectedly high inflation or employment will trigger tightening, which effect would likely

PI

dominate the estimates that used afj U]

wj- Or, the market may have learned that

land a
the Fed is more hawkish than they earlier believed, which might be the dominant factor for

(M P

days when a,,;" * is nonzero. The fact that we find essentially the same answer regardless of
how we condition, however, suggests that, given the typical historical behavior of inflation,
employment, and the Fed, it does not seem to matter why the market changes its assessment
of what the Fed is going to do next— near-term Fed tightening means a higher mortgage
rate. This apparent robustness in the correlation gives us some basis for confidence that
the conditional forecasting question— how are mortgage rates likely to change if there is new
information about what the Fed is likely to do over the next few months— is of potential
interest to policy makers who are presumably interested in the causal question— how will
mortgage rates change if the Fed makes a conscious policy decision to tighten.

I conclude that there is abundant evidence that the specification in (2) is a very promising

framework for interpreting the data, and for which we have a very solid basis for claiming to

know the numerical values of the 0; coefficients. On the basis of this understanding, I would
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be prepared to offer the following guidelines for monetary policy makers. The current value
for the weekly mortgage rate R,, already incorporates lender’s rational expectations of future
Fed policy— to change the mortgage rate, the Fed must do something other than what was
previously expected. Any event that changes these expectations will be fully incorporated
within days in the mortgage rate, and the quantitative magnitudes of these effects can be
measured with some confidence. Specifically, if the market comes to expect a level for the
near-term fed funds rate that is 10 basis points higher than previously anticipated, mortgage
rates will rise by 5 basis points. If the market comes to expect a rate of increase of the
fed funds rate that is 10 basis points per month higher than previously anticipated, the
mortgage rate will rise by 13 basis points. Changes in the perceived curvature of the near
fed funds term structure will have no discernible effects on mortgage rates.

All of the above applies exclusively to expectations about what the Fed is going to do
over the near term, that is, within the next 3 months. While policies at longer term horizons
may also be quite important and interesting, there is no basis in the estimates reported here

for offering any assessment of those affects.

4 New home sales.

4.1 Mortgage rates and new home sales.

The primary data on home sales used here are the seasonally unadjusted monthly values for
the number of new homes sold, as reported by the Census Bureau and obtained from the
Webstract database (series HZNS). Let h,, denote 100 times the natural logarithm of this

series for month m, y,, denote the rate of growth of real GDP for the most recently completed
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quarter prior to month m, and Aij the change in the weekly mortgage rate for the jth
most recent week counting backwards from the last week of month m. For example, for
m corresponding to June 2006, AR,,; is the difference between the mortgage rate reported
on Thursday, June 29, 2006 and that for June 22, while AR, is the change between May
18 and May 25. I explored a regression of h,, (for m = February 1989 to June 2006) on
seasonal dummies for each of the 12 months, 5 of its own lags, a linear time trend, the prior

quarter’s GDP growth, and changes in the mortgage rate for the 30 most recent weeks,

12 5 30

hy = Z%jdmj + Z%jhm—j T Yo1M + VooUm + Z%jAij +&m (7)
j=1 j=1 j=1

where d,,,; = 1 if month m is January and zero otherwise. The estimated coefficients on the
variables other than the lagged mortgage rates are reported in Table 6.

New home sales are highly seasonal, with most sales coming in the spring and summer.
Regression (7) models home sales as stationary around monthly dummies and time trend,
with the sum of lag coefficients coming to 0.83. Additional lags of home sales or GDP
growth, or measures of inflation based on the one-quarter or 12-month change in the personal
consumption expenditures deflator, do not enter statistically significantly.

The coefficients on weekly mortgage rates for this regression, along with 95% confidence
intervals, are plotted in the top panel of Figure 2. Recalling that these regressors Aﬁmj are
essentially independent of each other, the large block of coefficients with t-statistics around
-2 for lags 6 through 23 is extremely statistically significant. Nor are these long lags an
artifact of using the lagged changes rather than levels of mortgage rates as explanatory
variables— if one adds the current level of the mortgage rate or the past log level of GDP
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to the above regression, the new coefficients on levels are statistically insignificant and the
long lags on A]:ij remain. The regression indicates that, if your goal is to forecast home
sales, it pays to look not just at seasonals, GDP growth, trend, and lags of home sales, but

also what the mortgage rates have been every week for the last 6 months.

4.2 Accounting for delays in the effects of monetary policy.

What could account for such long lags? One’s first guess might be delays between the
signing of a contract and the completion of escrow, but that can not explain the findings
here, since the Census counts a home as being sold on the date the contract is signed rather
than the date of escrow. A second, more promising hypothesis is that for many people,
there is a substantial lag between the time at which they decide to buy a home and the time
at which they find the particular home they want and are able to buy.

The National Association of Realtors conducts a survey of individuals who buy a home,
asking, “How long did you actively search before you located the home you eventually
purchased?” The top panel of Figure 3 plots the cross-section distribution of search times
from their 2005 Profile of Home Buyers and Sellers.®  There is clear measurement error in
these data, with respondents much more likely to report multiples of 4 weeks and considerable
clumping at 52-week and more-than-99-week searches. Insofar as these simply represent
rounding of the original true values, ignoring this clumping is unlikely to matter for the

statistics reported below, which make no effort to model these reporting regularities.’

8 T am grateful to NAR for providing me with this data.

9 This is for the same reason that treating a discrete random variable as continuous does not matter for
maximum likelihood estimation as noted in the appendix to Hamilton (2006). Specifically, if we grouped the
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A Weibull density is often used to describe a cross-section distribution of search times.
Let j denote the number of weeks a household says it spent searching, k the shape parameter,

and A the scale parameter:

sk =5 (1) e {01} kA0 ©

Maximum likelihood estimates of the parameters for the search distribution based on the
cross-section data!’ are reported in the first panel of Table 7. These estimates imply that
households spent an average of 14.9 weeks searching before purchasing a home.

Let S’mj denote the total number of households searching for a home as of the jth week
counting backward from the end of month m and Flmj the actual number of houses sold that

week. Suppose that

05 m;
OR,;

= T Spjs
that is, @* gives the proportionate decrease in house-searchers resulting from a 1-basis-point

increase in the mortgage rate. If f(j; k, A) of these searchers would have otherwise succeeded

in purchasing a house during the last week of month m, then

=T =Sy, (i Fy A (9)

If month m consisted of exactly 4 weeks, then the change in H,,, the level of month m’s

home sales, would be

0H,, e ,

—— =" Smigw(J; kA

a ij mj ( ’ ? )
data into 4-week bins, and calculated what the Weibull distribution implied for the probability of observing
each 4-week bin, we would arrive at very similar estimates to those reported here.

10 T associated a reported search time of j weeks with the midpoint between j and j + 1 in order to allow
evaluation of (8) for a search time of j = 0 weeks when k < 1.
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where
j
gw( kN = Y flisk )

it=max{1,j—4}

Let ¢ denote the average ratio of searchers to monthly sales and approximate S’mj JHy >~ .

Then for h,, = 100log(H,,),

Ohm
OR,;

where a = 100a*¢, that is, a measures the decrease in home searchers as a percent of monthly
sales that results from a 1-basis-point increase in the mortgage rate.

These considerations suggest an approach similar to that in Jung (2006), who related the
time-series delays in the impulse-response function between monthly fed funds rate innova-
tions and subsequent investment spending to the distribution across investment projects in
the time required for completion as estimated from cross-section surveys. Here, I propose
to replace (7) with

12 5 30 ~
by = jz::l Yojdmj + j; Yilm—j + Va1 + Vool + aj; gw (75 ks A) AR + €m. (10)
This also will be recognized as an alternative strategy to those proposed by Ghysels, Santa-
Clara, and Valkanov (2004) for selecting a parsimonious representation of the dynamics
implied by a regression such as (7).
The parameter vector @ = (a, k, A\, Yo, 1,7+, o) Was then estimated by maximum likeli-

hood assuming ¢, ~ N(0,c?), or equivalently by nonlinear least squares. Noting that (10)

is essentially a restricted version!! of (7), we can test the appropriateness of this specifica-

"' T am ignoring here the fact that (10) includes coefficients on AR,,; for j > 30 which are not in (7).
This is appropriate since these predicted values are less than 1072 in absolute value.

27



tion with a likelihood ratio test, whose x?(27) statistic has a p-value of 0.09. The resulting
estimates of a, k, and A are reported in the second panel of Table 7. If for illustration 1/5
of the people searching succeed in buying a home each month (¢ = 5), then the estimate
& = —0.2 would imply that 100a* = —0.04, meaning that a 100-basis-point increase in the
mortgage rate leads to a 4% reduction in the number of people who are trying to purchase
a new home. The values of £ and X estimated from the time-series relation imply a mean
search time of 13.4 weeks, quite similar to the value of 14.9 weeks obtained from the cross-
section estimates in panel 1. Restricting the coefficients in this way tremendously improves
the precision of the estimated effect of mortgage rates on new home sales, whose coefficient
a now has a t statistic of -5.5.

The restricted values for the coefficients on lagged mortgage rates are plotted in the
second panel of Figure 2. The distribution implies that consumers are distributed across
a broad range of search times. Although one can say with a good deal of confidence that
mortgage rates have a big effect on home sales and that this effect is broadly spread out
over a 1- to 6-month interval, alternative specifications of the distribution would also fit the
data. For example, the bottom panel of Figure 2 reports the results of assuming simply
a uniform distribution between j = 6 and 23 weeks, numerically equivalent to replacing

the thirty variables {Aij}

30 . N
- with the single regressor R,,6 — R, 24, i.€., the cumulative
‘]:

change in the mortgage rate between 24 and 6 weeks earlier. This specification uses 2 fewer

parameters (if one ignores the implicit parameter choice of having used 6 and 24 as endpoints

of the distribution) than (10), and achieves a value for the log likelihood that is only 0.4
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below that of (10). I nonetheless find (10) a slightly more attractive formulation, since it
seems unlikely that the effect would be literally zero for j < 6 or > 23, and since it offers a
cleaner treatment of exactly what has been estimated from the data.

Although the mean lag of the distributions implied by the estimates in panel 1 and panel
2 of Table 7 are similar, the shapes (compared in the second and third panels of Figure
3) are statistically significantly different. The time-series relations imply an increasing
hazard rate (K > 1) while the cross-section hazard rate is nearly constant. There are two
reasons why we might expect these distributions to be different. First, the cross-section
distribution includes a number of households with very long search times of 1 or 2 years,
for which it seems implausible that the mortgage rate prevailing 1 or 2 years previous is a
key determinative factor. If these long-time searchers do not play a material role in the
time-series lags, one would expect the mean delay as estimated by the time-series regression
to be shorter than that from the cross-sectional analysis. Second, following Reis (2006),
it seems natural to posit that there is some heterogeneity across households in the time
required to receive and process information about changes in mortgage rates, introducing a
heterogeneous delay between the time at which the mortgage rate changes and the time at
which a household initiates or abandons a search for a new home. This factor would cause
the mean lag from the cross-section estimates to be greater than that from the time-series
analysis. The combined effect of the two factors could account for why the two distributions
have the same mean, with the time-series distribution having less mass at very short or very

long delays.
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It is interesting also to look at the relation between new home sales and daily changes

in fed funds futures. Let ¢ . denote the change in the level of the fed funds futures on

mj
the jth business day counting backwards from the last day of month m and let s;,; denote
the change in the slope on that day. Consider the consequences of replacing (10) with a
specification that depends on the change in level and slope over the most recent 125 business

days.
12 5
by = Z ’Y()jdmj + Z ’71jhm—j + Y21+ YooUm
j=1 j=1
125 125
+a¢ Y gp(Ji ko, Ap)lin; + s > gp(ji k. Ap)si; + €m (11)
j=1 j=1
where I assume 21 business days in the month:
J
gp(Jikp, Ap) = Z f(i:kp, Ap).
t=max{1,j—21}

The earlier analysis allows us to predict what we should find from estimation of (11).
The average week between January 1989 and June 2006 contained 4.8 business days. If
the combined information-processing and search delays measured in weeks are distributed
across households with a W (kw, Aw ) distribution, and if these delays are evenly distributed
across business days within a given week, then the delays measured in days should have

a W(kp, \p) distribution with the same shape parameter (kp = ky) and translated scale

(Ap = 4.8 \w). From the estimates in Table 5, we would expect a 1-basis-point increase in

14

m; to translate into 0.5-basis-point increase in the mortgage rate quoted that day, implying
ay = 0.5ap, while a 1-basis-point increase in s;,; would raise the mortgage rate by 1.3

basis points (o = 1.3ay ). This leads to predicted values for the coefficients reported in
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the third panel of Table 7, which are compared with those obtained by direct maximum
likelihood estimation of (11). The standard errors are fairly big, and the level coefficient is
not statistically significant. However, given the estimation uncertainty, the parameters are
in the range of what we had expected, and a likelihood ratio test of the null hypothesis that
the restrictions on kp, Ap, ar, and ag are all correct yields a x*(4) statistic of 8.31 (p-value
= 0.08), leading to acceptance of the null hypothesis. The search- and processing-time
distribution implied by the daily time-series regression is converted back into units of weeks
and plotted for comparison with those obtained by the other methods in the bottom panel
of Figure 3.

In summarizing the complete dynamic consequences of a change in mortgage rates, we
also need to take into account feedback effects operating through the lagged values of home
sales in (10). Tillustrate the implications for a change in Rz, the next-to-last week of month
m. The framework above implies dH,,s /8Rm2 = @ Spmaf (1; kw, Aw) and OH,., /8Rm2 =
a*Smaf (2; kw, A\w). If, for illustration, the following month m + 1 has 4 weeks, then for
home sales in each of that month’s 4 weeks (ﬁm_A'_Lj for j =4, 3,2,1) there is both the direct
effect @* Spma f (7—j; kw, Aw) and the indirect effect, the latter arising through the coefficient

711 in (10) and resulting from the fact that the preceding month m has now seen a rise in

sales:

6ﬁm+1 j = . 6ﬁm+1 7 611}771
~—’ = * m ? 7 - , k[/]/ 9 )\V[/ + . ~ . ]'2
OR 2 @ Smaf (T =3 ) OHp  ORpo (12

Here

OH,,  O(Hpi+ Hpy) _, » -
— = — = Spaf(1; kw, Aw) + @ Spa f(2; kwr, A
R Ry « 2f( %% W) « 2f( %% W)
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and evaluating the derivative 0log H,, 1/ log Hy, = 711 at Hyo1 = Hpp,

5(ﬁfm+1,4 + ﬁm+1,3 + F[m+1,2 + [:[m-i-l,l)
0H,,

= Y11- (13)

Imputing this monthly total equally to each week of the month and substituting into (12),

8}} m+1,j
aRmQ

= Smaf (7= i kw, Aw) + (Y12 /D@ Sz f (1 kw, Aw) + T Sz f (23 kw, Aw)]
for j = 1,2,3,4. One can iterate into future weeks in this fashion, analogous to calculating
a standard impulse-response function, except that the calculations depend on the number of
weeks comprising each month during the process. To summarize the typical response lag, I
performed the above calculations starting for every week from October 7, 1988 to May 20,
2004. The average of these functions across all weeks is plotted in Figure 4, standardized
for a change in mortgage rates of 10 basis points. This calculation implies that the maximal
consequences of an increase in mortgage rates is not observed until 15 weeks later, at which
time we would predict new home sales to be 1.04 basis points lower if there is a 10-basis-point
increase in mortgage rates today.

As a result of the way the mortgage rate has been observed to respond to news, the
dynamic consequences of any unanticipated change in Fed policy have exactly the same
shape as the curve in Figure 4. If the current mortgage rate incorporates a fully rational
anticipation of anything the Fed is going to do in the future, the only way that policy
can change the mortgage rate is by doing something unanticipated. Whatever the change,

whether it is something different about the current fed funds rate, or a signal about something

new to come in the future, the new information is incorporated instantly into the current
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mortgage rate, which is not predicted to increase or decrease any further from the new level.
Thus Figure 4 could equally well be described as the dynamic response of new home sales to
a 20-basis-point increase in the level of the fed funds term structure, or also as the response

to a 10/1.3 = 7.7-basis-point increase in its slope.

4.3 Summarizing the present and future consequences of previous
changes in monetary policy.

Given the long lags between a change in policy and the effects on the economy, we are often in
a situation where some monetary easing has followed a period of tightness, and policy makers
would like to know, When will the recent easing start to counteract the previous tightening?
The framework here provides us with a concrete basis for answering such questions. Let
H(d) denote the number of homes sold and S(d) the number of people searching on day d.

As in (9) we expect that

Olog H(d)
Ot(d — )

(100)(0.5)@*—5 (g (;)j )

Hype(a) 100a*S(d — j)

100 f(7+1;kp, A\p)

f(] + 1; kDa )‘D)

with 20.9 business days in a month. This gives us a basis for summarizing on a daily basis
the implications for today’s home sales of previous unanticipated monetary policy moves

through calculation of

125 125
f(d) = (20.9)aw 0.5Zf(j —0.5; kD,)\D)é(d -7+ 1) + 1.3Zf(j —0.5; kD,)\D)s(d -7+ 1)
j=1 j=1

(14)
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I calculated the value of this number for every day d in the sample using ay = —0.20,
kp = 3.24, and A\p = 71.85. This index is characterized by an average value of zero by
construction, given that the surprises £(d) and s(d) have mean zero. A negative value
means that, on balance over the last half year, the Fed has surprised the market by being
more contractionary at the 1-3 month horizon than markets had anticipated. The units
of this index are in terms of the consequences that historical fed funds rate surprises are
imputed to be having (in percentage terms) for current home sales. For example, a value of
&(d) = —5 means that the home sales on day d are expected to be 5% lower than one would
have predicted had the Fed behaved exactly as markets had been anticipating over the prior
6 months.

The value of this index is plotted in Figure 5. It is rarely observed to exceed 5%
in absolute value, with the most significant historical contractions appearing prior to the
recession of 1990, the economic slowdown of 1994, and the recession of 2001. The most recent
episode of Fed tightening in fact did not surprise the markets very much, and accordingly
is not regarded as that unusual by this metric. Instead, the dominant feature of Fed policy

during the last decade is judged to be the aggressively expansionary policy in 2001-2002.

4.4 Application: monetary policy and the summer of 2006.

Figure 6 displays post-sample data'? on the changing predictions for the August, September,

and October fed funds futures contracts during the summer of 2006. In early summer,

12 Fed funds futures data subsequent to June 30, 2006 were downloaded from
http://www.spotmarketplace.com/futures/prices/ and represent closing rather than settlement prices.
Note that these post-June data were not used in any of the preceding statistical analysis.
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traders were anticipating a hike from the then-prevailing 5.25% up to 5.5% by the fall.
During July, the market changed this assessment, becoming persuaded (correctly, as it turned
out) by the end of August that no rate changes would be forthcoming.

These changing expectations produced changes in both the level and the slope of near-
term fed funds futures. According to the framework presented in Section 3, the fact that
the Fed ended up choosing a lower target and slower rate of increase for August through
October than the market had been anticipating as of the start of July would be expected to
bring a reduction in the 30-year mortgage rate. The upper solid line in Figure 7 summarizes
this prediction, by taking (1/2) of the cumulative change from July 3 through the indicated
date in the 1-month-ahead fed funds rate, and adding it to 1.3 times the cumulative change
in the 2-month-ahead minus the 1-month-ahead rate. The lower dashed line indicates the
actual cumulative change in the mortgage rate. About a third of the 32-basis-point decline
in the mortgage rate during July and August could be attributed to the fact that lenders
became persuaded that the Fed was going to be less restrictive in August through October
than the market had previously been anticipating.

One important practical challenge for the Fed is making decisions given the long delays
between changes in policy and the effects on variables such as home sales. An unanticipated
monetary policy stimulus, as measured by a sequence of negative values for ¢(d) and s(d),
began July 13 . However, according to the estimates presented here, the maximal effects of
this stimulus will not be experienced until October, and what happened during the summer

and fall of 2006 would be determined in part by the stance of the Fed prior to June. The
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monetary policy index proposed in (14) offers one convenient tool for summarizing the com-
bined consequences of current easing with previous tightening. The recent values for this
index, plotted in the left half of Figure 8, show that, even though the Fed surprised the mar-
ket with a more expansionary stance subsequent to July 13, the cumulative implications of
that posture combined with previous tightening in fact became increasingly contractionary
through August 23, reflecting the delayed effect of the unanticipated contraction prior to
June 30. The cumulative consequences started to become slightly less contractionary sub-
sequent to August 23, with the turning point reached on October 12, 2006, after which the
net Fed contribution was one of stimulus rather than contraction.

A calculation that is easy to perform is to project the index (14) forward under the
assumption that there are no subsequent surprises in monetary policy, i.e., by setting future
values of ¢(d) and s(d) to zero. The resulting series is displayed in the right half of Figure 8.
This reveals that the effects of previous monetary policy will grow increasingly expansionary

through the end of November.

5 Conclusions.

The current mortgage rate reflects a rational anticipation of all future Fed policy actions. In
order to change the mortgage rate, the Fed must do something other than what the market
anticipated, and any change in Fed policy seems to show up in mortgage rates as soon as
the market anticipates it. An unanticipated 10-basis-point increase in the level of the term

structure of near-term expected fed funds rates raises the mortgage rate by 5 basis points.
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An unanticipated 10-basis-point increase in the slope raises the mortgage rate by 13 basis
points.

The consequences of such changes do not have their peak effect on new home sales until
15 weeks after mortgage rates go up. This delay might be attributed to heterogeneity
across households in the time required to learn about changes in mortgage rates and to buy
a new home. These dynamic relations, which have been directly estimated in detail here
using daily and weekly time-series data, are claimed to account for some of the long lags
found in more traditional analysis using time-aggregated monthly data. The framework
also enables us to summarize on a daily or even minute-by-minute basis, if desired, the
cumulative consequences of recent innovations in Fed policy or hypothetical future scenario

as of any particular historical moment.
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Appendix

This appendix derives the approximate martingale property for a long-term bond sampled
at high frequencies.

Consider a mortgage that is acquired on day d and requires the household to make a
fixed nominal payment A(d) on the first day of each month for the next 30 years (or for
M* = 360 months). If V(d) denotes the total amount borrowed on day d, then for the
pricing kernel \;(d) relating a payment made on the first day of the sth following month to

the present day d,
V(d) = Eg[A(d)]A(). (15)

The terms of such a loan are often quoted in terms of the fixed mortgage interest rate R(d)
that satisfies

V(d) = va[R(d)]A(d) (16)

for vg(R) a known function.!®  Equating (15) with (16) gives

= % Eahs(d). (17)

If the previous day falls within the same month (m*(d) = m*(d — 1)), then

va-1[R ZEd 1A (d ZEd 19(d)As(d) (18)

13 Specifically, if R(d) is quoted at an annual rate (as a fraction of unity) and the loan is compounded

monthly,
o (d)] —
va[R(d)] = [H <d [ (2)6]5 d+1> R(d)} Z{1+ /12]}* .
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where ¢(d) denotes the one-day discount factor, e.g.,

@) —  BUED)/P)
Ule(d—1))/P(d—1)

~ 1.

If uncertainty about the one-day discount factor relating today with tomorrow is negligible

as of day d — 1, then (18) implies
M+
va—1[R(d —1)] = [E4_1q(d)] Y Eq_1A(d). (19)
s=1

Furthermore, the function vy (R) differs from v4(R) by one-day’s discounting, so approxi-

mately
Va-1(R) ~ [Eq—1q(d)|va(R). (20)
Equations (19) and (20) imply
va[R(d —1)] =~ z_‘: Eq_1)s(d). (21)
Subtracting (21) from (17),
va(R(d)) — vg(R(d — 1)) =~ Zl(Ed — Eq-1)s(d). (22)

If we approximated vg( R) with a linear function (vq(R) ~ vo+wv1 R), then (22) implies that
daily changes in the quoted mortgage rate R(d) should be very difficult to forecast, reflecting

primarily new information about the discount factor relevant for the next 30 years:

R(d) — R(d — 1) >~ ’Ul_l %(Ed — Ed—l))\s(d)-

s=1
The above argument exploited the fact that, as one moves from day d — 1 to day d, the

days on which payment is made (the first day of each of the following months) remain fixed.
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If one evaluates the expression on the last day of a month, there is an added difference in
that one drops the near-term payment and adds another at the very end. Again if the term
of the mortgage is very long and discount rates are stationary, this adjustment should make

only a modest difference in the calculation.
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Table 1. Size of change in fed funds futures price on day of fed target change for 19 most
recent target changes.

Date Change in New Revision
target value value in futures
Nov 6, 2002 -50 bp 1.25% -15.5bp
Jun 25,2003 -25bp 1.0% +2.5 bp
Jun 30, 2004 +25 bp 1.25% +0.5 bp
Aug 10, 2004 +25 bp 1.5% +0.1.5 bp
Sep 21, 2004 +25 bp 1.75% +0.5 bp
Nov 10, 2004 +25 bp 2.0% 0.0 bp
Dec 14, 2004 +25 bp 2.25% 0.0 bp
Feb 2, 2005 +25 bp 2.5% 0.0 bp
Mar 22, 2005 +25 bp 2.75% 0.0 bp
May 3, 2005 +25 bp 3.0% 0.0 bp
Jun 30, 2005 +25 bp 3.25% 0.0 bp
Aug 9, 2005 +25 bp 3.5% 0.0 bp
Sep 20, 2005 +25 bp 3.75% +0.5 bp
Nov 1, 2005 +25 bp 4.0% 0.0 bp
Dec 13, 2005 +25 bp 4.25% 0.0 bp
Jan 31, 2006 +25 bp 4.5% 0.0 bp
Mar 28, 2006 +25 bp 4.75% 0.0 bp
May 10, 2006 +25 bp 5.0% -0.5bp
Jun 29, 2006 +25 bp 5.25% -0.5 bp
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Table 2. Regressions of change in weekly mortgage rates on constant and own lags (w =
Nov. 4, 1988 to June 29, 2006, standard errors in parentheses).

Coefficient No lags 6 weekly lags 3 weekly and 6
monthly lags
constant -0.39 -0.30 -0.34
(0.34) (0.33) (0.34)
week 1 --- 0.08** 0.08**
(0.03) (0.03)
week 2 --- 0.03 0.03
(0.03) (0.03)
week 3 - 0.10%* 0.10%*
(0.03) (0.03)
week 4 -—- -0.00 -—-
(0.03)
week 5 -—- -0.00 -
(0.03)
week 6 -—- 0.01 -—-
(0.03)
month 1 - --- 0.00
(0.02)
month 2 - -— -0.02
(0.02)
month 3 - --- 0.00
(0.02)
month 4 --- - -0.00
(0.02)
month 5 --- - -0.01
(0.02)
month 6 --- - 0.01
(0.02)
R’ 0.02 0.02

* denotes statistically significant at 5% level, ** at 1% level.
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Table 3. Tests of various hypotheses about factors predicting mortgage rates.

AR, = c+ &y
Average change in mortgage rate is zero:
Hél]: c=0

F(1,921) =134 p=0.25

ARw =C + Z?:]_ /BO]ARw—j + 8'11)
Only 3 lags matter:
H5": Bon = Bos = Bos = 0
0+ Poa 05 06

F(3,915) =0.02  p=0.997

AFiw =cCc+ Z?:l ﬁOjARw—j + Z?:1 ﬂlj {Rm*(w)—j - Rm*(w)—j—l + Ew
Long monthly lags don’t matter:
HEY: By =0 for j € {1,2,...,6}

F(6,912) = 0.48  p=0.82
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Table 3 (continued).
ARy = c+ X521 BoyARw—j + 321 (Bijlus + Bagsuws + Bajeus) + Eu
Only current week matters
HY": B,; =0 fori e {1,2,3} and j ¢ {4,5,6,7,8}
F(24,879) =094 p=0.55

All days within current week are the same:

5 B; forj € {4,5,6,7,8}
HY: forie{1,2,3}, 8

v 0 forj¢{4,56,7, 8}
F(36,879) =132 p=0.10
Curvature doesn’t matter
Hy': B, = 0 for j € {1,2,....,13}
F(13,879) =0.78 p=10.68
ARy = c+ 53 BoyARu—j + S5y (Bijlus + Baysu; )
+ 55 gty (B g + By Sus) + €w
Monetary policy announcement days are the same as non-announcement days

H[ﬂ ﬁ[MP] — 0 for 2 - {]_7 2} andj € {4-75767 77 8}

F(10,898) = 1.61 p=0.10

AR, = c+ Y2, Bo;ARy—; + Y5, allf” (ﬂ[ffp]éw + ﬁ[MP]swj) + ey
Monetary policy announcement days all have the same effect
HEY: g = gMP for i € {1,2} and j € {4,5,6,7,8)

F(8,908) = 0.76  p=0.64
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Table 3 (continued).
ARy =c+ 301 BojARw—j + 01554 luj 4 02 35—y 5uj
Q[CU] S8 [CU]€ j + 9[20U] Z§:4 aL)CjU]swj + €w

j=4 Qwj

Capacity utilization announcement days are the same as non-announcement days
HY: 01°Y = 0 for i € {1,2}

F(2,906) = 0.01 p=0.99

AR, =c+ Z?:l BojARy—j + 04 Z§:4 Cyj + 02 Z§:4 Swj
+01 S8l + 05 S8 al) s + e
Unemployment announcement days are the same as non-announcement days
=M 07 = 0 for i € {1,2}

F(2,906) =1.80 p=0.17

ARw =c+ Z?:l ﬁojARw—j + 91 Z?:4 ewj + 92 Z?=4 Swj
—|—@[CPI] Zj =4 @ ’EE]PI]g'LU] + Q[CPI] Z] =0 '[LL?JPI]Swj + Ew

Consumer price index announcement days are the same as non-announcement days
aHM: 0P = 0 for i € {1,2}

F(2,906) =1.61 p=0.20
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Table 3 (continued).
ARy =c+ 301 BojARw—j + 01554 luj 4 02 35—y 5uj
+9[10C] 2?24 aﬁqﬂwj + 9[200] 2?24 (IL?;'C]SU,]‘ + ew
Consumer confidence announcement days are the same as non-announcement days

7 01 = 0 for i e {1,2}

F(2,906) =0.94 p=0.39

Ry — Rys = ¢+ Ziﬂ(@lkgmk + szg‘mk) +Em
Each week within the month has the same effect
H™:B,, = B, for i € {1,2} and k € {1,2,3,4}

F(6,203) =097 p=045
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Table 4. OLS coefficients on x,,.; in regression of 4R,, on constant, 3 own lags, and lagged
value of indicated explanatory variable, for w = Nov. 4, 1988 to June 29, 2006 (standard
errors in parentheses).

Explanatory variable

Xw-1
10-year minus 5-year 0.005
Treasury spread (0.009)
5-year minus 2-year -0.004
Treasury spread (0.006)
2-year minus 1-year -0.016
Treasury spread (0.012)
1-year minus 6-month -0.018
Treasury spread (0.019)
Baa minus 10-year 0.001
Treasury spread (0.006)
12-month job growth 0.26
as currently reported (0.25)

for period ending
previous month

12-month job growth 0.21
as reported at the time (0.27)
for most recent period
that would have been
known by end of
previous month

* denotes statistically significant at 5% level, ** at 1% level.
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Table 5. Coefficients relating change in mortgage rate to innovation in level or slope as
derived from alternative estimation strategies (standard errors in parentheses).

Regression Explanatory ----Effects of level---- --—--Effects of slope----
description variable Symbol Coefficient Symbol Coefficient
(std error) (std error)

weekly change AR,, on each day’s innovation

(1) Ist day of week 7,5 0.43 S w8 1.16
(0.12) (0.22)
(2) 2nd day of week 7,7 0.59 S 7 1.06
(0.13) (0.23)
3) 3rd day of week /6 0.65 S w6 1.37
(0.08) (0.18)
4) 4th day of week /s 0.70 Sws 1.56
(0.11) (0.20)
(%) Sth day of week /)4 0.21 S wa 1.14
(0.10) (0.20)

weekly change AR,, on sum of innovations for all 5 days of week

(6) lat ...+l 0.53 SwaT ... tsu,s 1.33
(0.04) (0.10)
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Table 5 (continued).

Regression Explanatory --—--Effects of level---- ----Effects of slope--——-
description variable Symbol Coefficient Symbol Coefficient
(std error) (std error)

weekly change AR,, on innovations for only monetary policy announcement days

(7) Ist day of week a!¥7 . 0.19 aMls o 131
(0.28) (0.54)
8 2nd day of week a7 1.59 aMs - 1.93
w7 w7 w7 w7
(0.86) (8.11)
9) 3rd day of week  «M"1¢ . 0.76 al™lg 0.79
w6 wb6 woé
(0.23) (1.30)
10 4th day of week  a"l¢ . 0.36 aPlg o 3.53
w5 w5 w5 w5
(0.26) (2.45)
(11) 5th day of week a0, 0.47 a™ls . 1.05
0.21) (0.93)
weekly change AR,, on sum of innovations for only monetary policy announcement days
(12) aMip v a0 053 aPls 4o+ al¥Pls o 1.49
(0.11) (0.39)

weekly change AR,, on sum of innovations for only capacity utilization announcement
days

(13) ah a0, 046 !V 4o+ als o 1.54
(0.25) (0.59)
weekly change AR,, on sum of innovations for only unemployment announcement days
(14) ae e +allle o 084 alls  ++adYs o 1.54
(0.12) (0.31)

weekly change AR,, on sum of innovations for only consumer price index announcement

days

(15) a'e e+ adl e 083 al s+ +al s, 1.59
(0.27) (0.54)

weekly change AR,, on sum of innovations for only consumer confidence announcement

days

(16) a0 e+ adlE 014 @l s+ +als o 0.29
(0.39) (0.57)
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Table 5 (continued).

Regression Explanatory --—--Effects of level---- ----Effects of slope--——-
description variable Symbol Coefficient Symbol Coefficient
(std error) (std error)

change in last 4 weeks of month (R, — R,;) on each week’s cumulative innovations

(17) last week of month 7, 0.14 S 1.07
(0.22) (0.44)
(18) week before that 7., 0.64 S0 1.35
(0.18) (0.43)
(19) week before that 7., 0.30 5, 196
(0.16) (0.42)
(20) week before that 7., 040 5., 164
(0.20) (0.39)

change in last 4 weeks of month (R, , — R ) on sum of last 4 weeks’ cumulative
innovations

~

(21) ‘ +.+0, 041 5 +.+5, 153

(0.09) (0.18)

ml
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Table 6. Coefficients from regression of 100 times the log of seasonally unadjusted new
home sales on 30 weekly lags of mortgage rate changes and other explanatory variables;
(standard errors in parentheses).

dy  January 46.0 hy1 1st lag home sales 0.48
(14.9) (0.08)
dy, February 60.5 hy 2nd lag home sales 0.15
(14.9) (0.08)
d,s March 65.9 hn3 3rd lag home sales 0.14
(15.2) (0.08)
dus  April 52.7 hp-a 4th lag home sales  -0.10
(15.5) (0.08)
dys May 53.2 hn.s Sth lag home sales 0.17
(15.7) (0.07)
dne June 49.7 m  time trend 0.073
(15.9) (0.023)
dy7  July 46.2 vm  previous GDP growth 2.63
(16.0) (1.02)
dns August 46.4
(15.9)
dno September 34.2
(15.8)
dm.10 October 39.9
(15.6)
dm11 November 32.4
(15.5)
dm.12 December 34.7
(15.2)
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Table 7. Estimates of search distribution parameters from alternative sources.

(1) Maximum likelihood estimation of cross-section distribution of reported time to
search before buying new home.

coefficient standard error
ky, shape 0.972 (0.014)
A, scale 14.70 (0.276)
mean lag 14.9 weeks

(2) Maximum likelihood estimation of relation between new home sales and 30 most
recent weekly changes in mortgage rates.

coefficient standard error
ky, shape 3.24 (0.63)
A, scale 14.97 (1.01)
o, mortgage effect  -0.20 (0.036)
mean lag 13.4 weeks

(3) Maximum likelihood estimation of relation between new home sales and 125 most
recent daily changes in level and slope of fed funds futures.

predicted value MLE standard error

k, shape 3.24 2.74 (1.02)
A, scale 71.85 47.94 (8.39)
o, level effect -0.10 -0.01 (0.06)
o slope effect -0.26 -0.39 (0.14)
mean lag 64.4 days 42.6 days
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Figure 1. OLS coefficients and 95% confidence intervals for each day’s level, slope and
curvature from regressions of AR,, on a constant, three of its own lagged values, and
level, slope and curvature for preceding 13 days.
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Figure 2. OLS coefficients and 95% confidence intervals for each week’s mortgage
change from regressions of 100 times log of new home sales on monthly dummies, 5 of
its own lags, time trend, previous quarter’s real GDP growth, and mortgage change for
preceding 30 weeks.
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Figure 3. Top panel: sample histogram and MLE density-estimate based on cross-section
distribution of time required (in weeks) to purchase a home based on National
Association of Realtors’ 2005 Profile of Home Buyers and Sellers. Second panel: density
from top panel alone. Third panel: density implied by Weibull parameters fit to time-
series relation between new home sales and lagged weekly changes in mortgage rates.
Fourth panel: density implied by Weibull parameters fit to time-series relation between
new home sales and lagged daily changes in fed funds level and slope.
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Figure 4. Average impulse-response function relating 10-basis-point increase in mortgage
rate to 100 times the natural log of new home sales.
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Figure 5. Index summarizing previous monetary policy stance for each day d in the
sample, as calculated from equation (14).
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Figure 6. Values for the fed funds rate for October (solid line), September (short-dashed
line), and August (long-dashed line) 2006 as implied by fed funds futures contracts traded
July to October.
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Figure 7. Cumulative change (in basis points) in weekly mortgage rate between July 3,
2006 and indicated date (dashed line) and cumulative change as predicted (solid line) by
changes in level and slope of near-term fed funds futures.
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Figure 8. Index summarizing previous stance of monetary policy for each day in post-
sample data set and projected forward in 2007 assuming no changes after October 16.
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