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Abstract 

Bank dealers play a central role in market-making in financial markets and are active 
traders in their own right.  Recent literature has argued that trading activity and risk-
taking by banks and other financial institutions may contribute to market volatility and 
illiquidity.  The literature further suggests that institutions’ wide-spread adoption of 
Value-at-Risk for risk management is one important source of destabilizing market 
behavior.  This paper studies the market risks of 7 large U.S. trading banks based on the 
banks’ daily trading revenues and VaRs.  The study applies a linear factor model to bank 
trading revenues, with factors representing exchange rate, interest rate, equity, and credit 
markets.  The analysis considers the size and direction of risk exposures across markets 
as evidenced in the trading revenues and commonalities in exposures across the 7 banks.  
There are also supplemental tests for non-linearity and time-variation in market 
exposures.  Further consideration is given to the relation between bank VaRs and market 
factor volatility.  
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Bank Trading Revenues, VaR, and Market Risk  
A.  Introduction  

 Bank dealers play a central role in market-making in financial markets and are 

active traders in their own right.  Because of their importance, bank dealer risk exposures 

and trading activity are important to financial market stability.  In recent literature it has 

been argued that trading activity by banks and other financial institutions may contribute 

to market volatility and illiquidity.  Commonly cited episodes include various foreign 

exchange market crises between 1997 and 1999, the global bond market sell-off 

following the Russian debt default in August 1998 and the near failure of a large hedge 

fund in September 1998.  The arguments center on risk taking and risk management 

strategies that lead to exaggerated market fluctuations.1 

This literature further suggests that the widespread adoption of Value-at-Risk 

(VaR) in portfolio management is one important source of destabilizing behavior.  VaR 

measures the potential for exceeding a specified loss based on forecasts of market 

volatility and the institution’s market exposures.  The argument is that VaRs will change 

with changes in market volatility and, in response, that risk managers will act in unison to 

increase and reduce their market exposures.  Their joint actions will increase market 

fluctuations.    

The reasoning in this literature is based largely on theoretical arguments and some 

episodic evidence.  In particular, there has been little empirical study of the portfolio 

behavior or market risk taking of bank dealers.   

In this paper, we undertake a study of the market risks of 7 large U.S. trading 

banks based on the daily trading revenues and VaRs measured at the consolidated bank 

holding company level.  All of the banks meet the “large trader” criterion for Basel 

market risk capital requirements.  Four were among the largest derivatives dealers 

worldwide and the remaining three among the top 10 U.S. dealers during the period of 

study.  While data availability and hence sample sizes vary among the banks, the samples 

range from January 1998 through December 2003.  The bank data is an extended sample 

of the data used in Berkowitz and O’Brien (2002).   

                                                 
1 See for example Basak and Shapiro (2001), Danielsson, Shin, and Zigrand (2002), Morris and Shin 
(1999), Leipold, Trojani, and Vanini (2003), Persaud (2000).   For a contrary argument on the effects of 
dynamic VaR-based portfolio management, see Cuoco and Liu (2003) . 
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 Commercial banks and their holding company affiliates are the principal dealers 

in over-the-counter debt securities and derivatives markets and foreign exchange and they 

are substantially involved in equity trading.  The size of their market risk exposures, as 

well as trading activity, are important to financial market stability.  Large risk exposures 

could pose risks for the functioning of financial markets.  Trading banks are also leading 

users of VaR in portfolio management.  Several recent papers have studied bank VaRs.2   

Berkowitz and O’Brien (2002) reported that VaRs for a small sample of large 

trading banks showed only modest increases during the market turbulence of August - 

September 1998.  They also found that cross-bank VaR correlations show no clear pattern 

of co-movement. These observations contrast with arguments cited above on the market 

effects of VaR-based risk management. 

   In order to identify banks’ market risks, we apply a linear market factor model 

to the banks’ trading revenues.  Factor models have a long history and broad application 

in identifying portfolio return relationships to market and economic factors.  Notable 

applications include Chen, Roll, and Ross (1986) who attempt to identify systematic risks 

in stock returns.  More directly related to our objectives are the “market-style” analyses 

that have been employed in mutual fund studies, first applied by Sharpe (1992).  In the 

style analyses, the factors are asset returns for different market categories and the 

regression coefficients are intended to represent a fund’s “market style,” i.e., a portfolio 

of market securities that describes the fund’s returns.    

The factors used here are market indices for exchange rates, equity, default-free 

interest rates, and credit spreads.  They are intended to capture general market price 

changes that would affect trading position values.  Besides changes in position values, 

trading revenues also include fee, spread, and net interest income.  An (equity) market 

volume measure is included to potentially capture the dependence of fee and spread 

income on the volume of trading activity. 

The regression results indicate that market factors across the different categories 

have significant effects on bank trading revenues.  However, the explanatory power of 

the market factors is low and the factor sensitivities are fairly modest for all 7 banks.  For 

example, 2 standard deviation shocks to individual market factors typically produce about 

                                                 
2 See Jorion (2002), Berkowitz and O’Brien (2002) and Hirtle (2003) 
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a .1 standard deviation change in a bank’s trading revenue (mean 1-day trading revenues 

are .77 standard deviations for the median bank).    

Trading revenues for the 7 banks are inversely related to interest rate factors, 

suggesting trading positions are net long in interest rate exposures.  While trading 

revenues also depend on exchange, equity, and credit factors, coefficient signs and 

significance vary within and across the broad market categories for each bank and across 

banks for each factor.  Overall, the linear market factor regressions indicate heterogeneity 

in exposures across markets and across banks.  

Equity market trading volume has relatively large effects on trading revenues, 

with positive regression coefficients and statistical significance for 5 banks. 

The linear market factor model is most appropriate for measuring market 

exposures when returns reflect a portfolio with a stable composition.  This is a common 

characteristic of mutual funds.  However, banks actively manage their trading portfolios, 

which can also be affected by their market-making activities.  These features can create 

non-linear and time-varying exposures that the linear factor model will not properly 

reflect.  Though for different reasons, active portfolio management also is a 

distinguishing feature of hedge funds.  The linear factor model has not been particularly 

successful in measuring hedge fund market styles.3  

Accounting for potentially complex and unspecified portfolio strategies is 

difficult, especially when there are a large number of market factors.  Here we employ 

several limited supplemental tests to detect evidence of non-linear relationships that 

could have implications for market dynamics or volatility.  One test looks for certain non-

linear relations that would imply trading strategies that are related to market movements. 

The test results do not reveal evidence of non-linearities for exchange rate, equity, and 

credit factors but are more ambiguous regarding interest rate factors.  A second test 

considers time-varying market exposures by estimating the factor regressions for 

different time periods.  These results show evidence of time-varying exposures. 

A test is then conducted to determine the potential influence of market factor 

volatility on bank VaRs.  VaRs appear to have no more than modest power in forecasting 

near-term market volatility.  This result contrasts with arguments that link market 
                                                 
3 See especially Fung and Hsieh (1997), as well as Brown and Goetzmann (1997, 2001), Ackermann, 
McEnally, and Ravenscraft (1999), and references therein.   
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volatility to VaR-based risk management and raise a question of whether banks’ 

condition their VaRs on forecasts of near-term market volatility.   

The paper is organized as follows.  In the next section, we describe our data 

sample and provide some descriptive statistics.  The relationship between revenue and the 

market factors is studied in Section C, while that between reported VaRs and the market 

factors are reported in Section D.  We conclude by summarizing our various findings and 

their implications for market stability issues.  

 
B. Bank Data and Descriptive Statistics 
 
 The Basel Market Risk Amendment (MRA) sets capital requirements for the 

market risk of bank holding companies with large trading operations.  Capital 

requirements are based on 99-percentile daily VaR estimates, which imply trading losses 

should exceed VaR with a probability of 1 percent.  For model testing purposes, banks 

are also required to maintain historical daily trading revenue and 99-percentile VaRs with 

a 1-day horizon.  We use the daily trading revenue and VaRs for 7 U.S. banks, 

consolidated across the holding company.  The observation period is January 1998 - 

December 2003.  Due to limited data availability, the observation period is shorter for 

some banks.4  So as not to reveal dollar magnitudes, trading revenue and VaR are divided 

by the respective banks’ sample standard deviations for trading revenue. 

In Figure 1, kernel densities for the banks’ (standardized) trading revenues are 

presented, with normal distributions shown for comparison.  Bank trading revenues 

include revaluations of positions due to market price changes, income from market-

making, and net interest income.  As can be seen, trading revenues typically fall in a 

relatively narrow range with positive mean but with occasional large gains and losses—

there is high kurtosis.  Much if not all of the positive mean income likely comes from 

market-making income and net interest on trading positions.  However, relatively little is 

known about the volatility of bank trading revenue and its relation to market risks.  

Table 1 provides descriptive statistics on trading revenues.  For the median bank, 

mean daily trading revenue is .77 standard deviations.  The Table also indicates that as a 

quantile measure of trading risk, bank VaRs are conservative.  Mean bank VaRs indicate 

                                                 
4 Using a shorter historical period, data for 6 of the 7 banks were used in Berkowitz and O’Brien (2002).    
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a quantile value lower than the 1 percent quantile for 6 of 7 banks.  Also, the frequency of 

losses in excess of VaR is less than 1 percent for all banks.  

Some of the bank VaR conservativeness may due to omitting fee, spread, and net 

interest income.  VaR’s forecast only losses due to unexpected position revaluations and 

ignore other components of trading revenue.  Ignoring the positive return on these other 

income components may make VaRs conservative.  However, even if the banks’ daily 

trading revenues are de-meaned and all trading revenue volatility is attributed to position 

revaluations, VaRs would still be conservative for the majority of the banks.  Also, 

Jaschke, Stahl, and Stehle (2003) found VaRs for German banks to be conservative when 

measured against trading revenue limited to position revaluations.  

While bank VaRs are conservative, they may still have power to forecast trading 

revenue volatility.  As an indicator of forecast power, the last column in Table 1 presents 

correlations between daily VaRs and the absolute value of next-day trading revenue, with 

absolute value being used to proxy volatility.  While the correlations are not very high, 

they are positive for 6 of 7 banks, with significance levels greater than .01 for 4 banks.  

This supports results from earlier studies using quarterly data that bank VaRs have 

forecast power for trading revenue volatility. 5  Whether this forecast power extends to 

volatility in financial markets is considered below. 

 
C. Bank Trading Revenue and Market Factors 
 
1.  The Market Factor Model 

Before presenting the empirical work, it will be useful to consider an expression 

for trading revenue and its major determinants in the form of a linear market factor 

model.  Assume a dealer has positions in K different financial market assets.  Positions in 

the assets can be held directly (cash positions) or indirectly in the form of financial 

derivatives.  If the portfolio contains financial derivatives, these can be expressed in 

terms of an equivalent set of cash positions.  Consider discrete changes in asset prices 

over a small time interval tδ and define ( ) ( ) / ( )k k kr t P t P tδ≡ as the rate of change (return) 

for asset k between t and t tδ+ . Also define ( )kv t as the value of the position at t and 

assume that it is fixed over the interval tδ .  In representing fee plus spread income, define 

                                                 
5 See Jorion (2002) and Hirtle (2003).  
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a market trading volume in asset category k (measured in some nominal unit) as ( )kx t  and 

assume that fee plus spread income is proportional to trading volume.  Finally, 

let ( )u t denote other income not accounted for.  This would include net interest income as 

well as portfolio revaluations due to idiosyncratic influences on position values. Using 

these definitions, trading revenue equals  

 

(1)                 [ ]
1

( ) ( ) ( ) ( ) ( ) ( )
K

k k k k
k

R t v t r t f t x t u t
=

= + +�  

  
Equation (1) can be represented by a factor model that is linear in the 

factors ( )kr t and trading volume ( )kx t , conditional on asset positions ( )kv t and ( )kf t  (fee 

and spread income per unit of market trading volume).  In the standard application of 

factor models, the factor loadings are constant and represent a fixed portfolio 

composition, e.g. ( )k kv t v= .  This is appropriate for typical mutual funds that follow a 

passive portfolio management strategy.  Bank trading portfolios, however, are actively 

managed and can be affected by market-making activities.  As a result, positions are not 

fixed over time and may be related to market factors, such as occurs when assets are held 

indirectly in the form of options or through dynamic portfolio management. 

When positions are variable, the expected values of the regression coefficients 

will equal the expected or average positions plus a component that depends on the 

covariances between the positions and the market factors.  Thus, the coefficients expected 

values need not reflect day-to-day or even average market exposures.  For example, an 

average position of zero when day-to-day positions are either positive or negative, would 

not reflect day-to-day market risk exposures.  Also, dynamic portfolio management or 

options positions can produce co-movement between positions and market factors that 

leads to non-linear relationships between trading returns and market factors.  While we 

employ the linear factor model, these potential limitations motivate additional tests.             

 
2.  Linear Factor Regressions 
 

In estimating trading revenue market exposures, 11 market factors are used to 

represent four broad market categories: exchange rates, default-free interest rates, equity, 
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and credit spreads.  The individual factors, with daily mean changes and standard 

deviations, are listed in Table 2a.  As shown in the Table, daily mean changes are mostly 

close to zero, with the coverage period being January 1998 - December 2003.  Regional 

exchange rate factors are a weighted average of selected country exchange rates.  The 

country weights, shown in Table 2b, are based on world-wide dealer FX spot and 

derivatives turnover reported in tri-annual BIS Central Bank Surveys in 1998 and 2001.  

For the first three sets of factors, positive differences indicate increases in asset values; 

and for the last two, negative differences indicate increases in asset values.   

 A measure of daily market trading volume is also used to capture the effects of 

trading volume on dealer fee and spread income.  We have no direct information on 

dealers’ daily transactions volume.  Detrended daily volume on the NYSE plus 

NASDAQ is used to represent a market volume influence on trading revenue.  Also, we 

have no data on net interest income from trading positions and treat this as an 

unmeasured component of trading income.   

Using the market factors and trading volume as regressors, linear regression 

equations were estimated for each of the 7 banks (standardized) dollar trading revenues.  

Regressions are estimated using OLS and include the 11 market factors, equity volume, 

lagged trading revenue, and a trend variable.  Regression coefficients and t-statistics are 

presented in Table 3a.  Table 3b reports F-statistics for the joint significance of all market 

factors and for each broad market category.  Due to differences in the historical periods 

for which individual bank data is available, regression sample periods differ among the 

banks. 

 The regression R2s in Table 3a indicate much of the variation in bank trading 

revenues is not explained by the regressors.  However, the F-statistics for all market 

factors combined shown in Table 3b are significant at the 5% level for all but bank 7.  F-

statistics for individual market categories also are frequently significant—for 4 of 7 banks 

for each market category except for credit spreads.   

 To facilitate discussion of the quantitative importance of the market factors and 

equity volume on trading returns, the regression coefficients reported in Table 3a for 

these variables are multiplied by a 2 standard deviation shock to the respective factor.  

Since bank trading revenues are expressed as a fraction of the sample standard deviation 
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of trading revenue, the scaled coefficients measure the number of standard deviations that 

trading revenues change due to 2 standard deviation shocks to the market factors.  

The weighted factor coefficients indicate that bank trading revenues are not 

highly sensitive to individual market factor shocks.  The greatest factor sensitivities are 

equal to about .3 standard deviation changes in trading revenue for a 2 standard deviation 

market factor shock, with a single outlier sensitivity of .4.  About two-thirds of the factor 

sensitivities are less than .1 trading revenue standard deviations.  The median value for 

the means of the 7 banks daily trading returns is .77 trading revenue standard deviations 

(see Table 1).  Two standard deviation shocks to a single market factor, or even several 

market factors, typically would still leave a positive trading return.         

For the two interest rate factors, coefficients across the 7 banks are almost all 

negative, implying that trading revenues decrease with increases in interest rates.  The 

negative coefficients indicate banks hold net long interest rate trading positions, i.e., net 

positive durations.  In quarterly statements, banks consistently report positive net interest 

earnings on their trading accounts and large asset positions in debt securities, which is 

consistent with interest rate positions being persistently net long.   

For exchange, equity and credit market categories, however, the regression 

coefficients do not reveal a clear pattern of directional exposures to market factors.   

Factor signs vary within and across broad market categories for a given bank and across 

banks for a given factor.   

Effects of market shocks will differ across banks because of heterogeneity among 

market exposures, implying that bank dealers should not be treated as a homogeneous 

group of market traders.   

To quantify the cross-bank heterogeneity implied by the estimated regression 

coefficients, we calculate conditional correlations across bank trading revenues from 

historical simulations.   Each bank’s estimated factor loadings are multiplied by the 

historical factor values and cross-bank correlations are determined.  These correlations 

condition on the estimated factor loadings in order to intentionally abstract from sampling 

uncertainty.  They represent a convenient way of interpreting and summarizing the 

information contained in the regression results.  The correlation coefficients are shown in 

Table 4.   
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The results in Table 4 are generally consistent with cross-bank heterogeneity in 

market exposures but the story is a little more involved.  For banks 1 and 2, banks 1 and 

5, and banks 2 and 5,  the correlations implied by the estimated market factor coefficients 

are positive and high.  Thus, for some pairs of banks, the estimated exposures to market 

risks imply highly correlated returns.  

These correlations differ from those reported in Berkowitz and O’Brien (2002), 

which are based on correlations from actual trading revenues, i.e., unconditional 

correlations.  Those correlations were all positive but small (results are similar with the 

extended sample data used here).  The substantial differences between the conditional 

and unconditional correlations may indicate unmeasured variables which explain 

variation in individual bank trading revenues.  It is also the case that cross-bank 

correlations using the factor model regression equation residuals are smaller than the 

unconditional correlations but continue to be positive.      

 Turning to equity volume, coefficients are positive for all 7 banks, with t-statistics 

significant at or close to a 1 percent level for 5 banks.  The positive coefficients would be 

consistent with market-making activity whose profitability is dependent on market 

trading volume.  The trading volume effects, using the scaled regression coefficients, are 

typically larger than the effects of  individual market factors.    

Lastly, the coefficients on the lagged dependent variable indicate some 

autocorrelation in trading revenue for 5 banks.  It is difficult to know the source of this 

autocorrelation.  Possible explanations are omitted components of trading income such as 

changes in the size of the market-making business or net interest income which tend to be 

persistent.  Alternatively, it could indicate a lagged adjustment process such as the 

gradual reporting of portfolio revaluations and/or gradual recognition of fee income.  

 
3.  Testing for Non-Linearity and Time Varying Positions   
 

As indicated in equation (1), the linear regression may not adequately account for 

a non-linear or time-varying relation between trading revenues and market factors.  

Further, these relationships may reflect portfolio management policies that have 

implications for market stability.  Accounting for potentially complex and unspecified 

portfolio strategies is difficult, especially involving a large number of market factors.  

Here we undertake limited supplemental tests that consider a non-linear relationship that 
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derives from portfolio management that is correlated with market returns and  temporal 

variation in market factor exposures  
 
Non-Linear Test 

The first test is for non-linear trading policies that produce gains (or losses) in 

both up-markets and down-markets, i.e., U-shaped or inverse U-shaped return patterns. In 

these cases, linear regression coefficients could be close to zero, obscuring the existence 

of a nonlinear relationship.  Alternatively, managers may protect against market moves in 

only one direction (e.g., portfolio insurance).  If so, a linear regression will be unable to 

capture the convexity in the relation between trading returns and market returns. 

Empirical evidence of such trading return patterns would imply portfolio management 

that is related to market movements.   

The following illustrates how such relations might have implications for market 

stability.  Suppose through dynamic portfolio management or options strategies, dealers 

profit in rising markets by buying as prices increase and by selling as prices decrease, 

producing a U-shaped return pattern.  This behavior may add to market volatility by 

adding to bull markets and bear markets.  Alternatively, suppose dealers incur losses by 

selling from their portfolios in rising markets and buying in declining markets, producing 

an inverse U-shaped return pattern.  This behavior could have countervailing effects on 

bull and bear markets.  Dynamic hedging also may have effects on market stability as 

(long) risky exposures are expanded in rising markets and reduced in declining markets.   

The test here considers these potential non-linear trading return relationships at 

the market category level by combining factor changes within each broad market 

category (e.g., exchange rates).  For each market factor in a market category, days for 

which the factor falls into the low 20 percentile values and into the high 20 percentile 

values are sorted.  For the market category as a whole, a day where one or more of its 

market factors is in the low 20 percentile and none are in the high 20 percentile is 

characterized as a low market (large negative) return day.  A day where one or more 

market factors is in the high 20 percentile and none is in the low 20 percentile is 

characterized as a high market (large positive) return day.  (Information on the factor 

values sorted by low and high market category returns is provided in Table 5).  
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Mean and median bank trading revenue, conditioned on low, average, and high 

return days for each market category are reported in Table 5.  The mean and median 

income for “average” market return days are the banks’ unconditional mean and median 

trading revenues, i.e., those from the banks’ entire samples.  The significance test for 

mean differences is based on a standard difference in two means test. For the median 

difference, it is based on the Mann-Whitney-Wilcoxon rank sum test for large samples. 

The results shown in the Table do not give any clear evidence of U-shaped trading 

return relations, inverse U-shaped relations, or one-sided loss protections for the 

exchange rate, equity, and credit market factors. For the interest rate category, trading 

revenues are highest on days when interest rate declines are relatively large.  However, 

on days of relatively large interest rate increases, mean and median trading revenues are 

similar to the full sample mean and median values.  This would be consistent with 

hedging against interest rate increases. With the possible exception of interest rates, the 

trading revenue – market return relationships do not indicate non-linear portfolio 

strategies correlated with market returns.  
 
Time Varying Positions 

 If portfolio positions vary over time and are independent of the market factors, the 

coefficients will be unbiased estimates of the portfolio’s average daily market exposures.  

However, we are also interested in the variability of market exposures and whether 

exposures may vary dramatically or risks be substantially different from what appears 

based on average market exposures.      

To consider the variability of trading portfolio positions, the sample was split at 

the end of 2000 for the 4 banks that have observations from 1998 to 2003 (or most of 

2002 for bank 6).  The regression results are presented in Table 6a.  In the top part of 

Table 6b, F-statistics on the significance of market factors in each sub-sample are 

presented.  In the bottom part, Chow tests on the significance of the differences in market 

factor coefficients between the two samples are reported.  We summarize these results 

and implications regarding time-varying market risk exposures. 

 In several important respects, the results in the two sub-samples shown in Tables 

6a and 6b re-enforce conclusions reached from the full sample results shown in Table 3a 

and 3b.  The F-statistics in Table 6b indicate that the market factors have significant 



 12

effects on trading revenues in both sub-samples, although significance is noticably 

stronger in the later period.  Market factor exposures continue to be different across the 4 

banks in the sub-samples for the non-interest rate market categories.  Also, the historical 

periods for the first sub-sample and the full sample periods for banks 1 and 2 (Table 3) 

approximately match.  Comparing the results for the 6 banks over the common sample 

period, it is clear that heterogeneity in market exposures observed using each bank’s full 

sample period (Table 3a) cannot be attributable to different sample periods. 

The sizes of market factor exposures in the two sub-periods are of the same 

general magnitude as those for the full sample.  However, market exposures in both 

interest rates and credit spreads are substantially higher and more significant in the 2001 

– 2003 sample than in the earlier period or in the full sample and, as noted, F-values for 

the market factors are higher in the later period.  The different exposure levels for interest 

rate and credit factors are one instance of time varying market exposures.  There also are 

less systematic differences in the exposures of other factors between the two samples.  

The Chow test at the bottom of Table 6b measures the joint significance of the 

differences in the market factor exposures between the two samples.  The results indicate 

that for banks 3 and 5, the hypothesis of unchanging market exposures is rejected at the 

.05 level and for bank 4 at the .12 level.  The comparisons of market factor coefficients 

between the two time periods give evidence of time varying market exposures.  

 
D. Bank VaRs and Market Factors  
 
 During the period between August and September 1998, bank trading returns 

were highly volatile and significant losses were incurred.  Berkowitz and O’Brien (2002) 

observed that during this period, bank VaRs showed only modest increases.  This would 

suggest that bank VaRs may not be very sensitive to near-term market volatility.  Further, 

cross-bank VaRs show no systematic co-movement (Berkowitz and O’Brien (2002), as 

well as with the data used here).   These observations are contrary to reasoning 

underlying arguments that VaR-based risk management has increased market volatility.  

Here we look at whether bank VaRs are different between periods of low and high 

market volatility over the entire sample periods for each of the 7 banks.   
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For this test, market “volatility” is measured by absolute market factor changes 

and the test is done at the market category level.  For each broad market category, days of 

large absolute market changes and days of small absolute market changes are identified. 

Days of large (small) absolute market changes are days where the absolute value for at 

least one factor belonging to the market category is in the upper (lower) 20 percentile and 

none are in the lower (upper) 20 percentile (the footnote to Table 7 summarizes  market 

factor sorting by small and large market volatility days).   

 As a prelude to the VaR test, means and medians for bank trading revenue 

volatility (absolute daily trading revenue) conditioned on high and low volatility days for 

each market category are presented in Table 7.  For the 7 banks and the 4 market 

categories, the vast majority of trading revenue volatility means and medians are higher 

on high market volatility days than on low market volatility days.  Also, differences in 

means and medians between the high and low market volatility samples typically are 

significant at the .05 level.  The results in Table 7 strongly indicate that banks’ trading 

revenue volatility is related to market volatility.   

For the VaR test, the banks’ 1-day VaR forecasts are conditioned on the same 

high and low market volatility days that were used in the trading revenue volatility tests 

above.   The conditional mean and median VaRs are reported in Table 8.  The Table 

contains 28 cells (4 market categories and 7 banks).  Across market categories and banks, 

mean VaRs on days of high market volatility are above mean VaRs on days of low 

market volatility 53 percent of the time (15/28).  Median VaRs are higher on days of high 

market volatility 60 percent of the time (17/28).  Thus there is modest tendency for bank 

VaRs to be higher on days of high market volatility.  

Differences between VaRs on days of high versus low market volatility also are 

statistically significant more frequently than might be expected by chance.  Nonetheless, 

as can be seen visually from Table 5, the differences in the means and medians between 

the high and low market volatility days are modest.   

Based on these results, bank VaRs appear to have no more than modest power in 

forecasting market volatility.  This may indicate that bank VaRs are not strongly 

conditioned to forecast near-term market volatility.  Basel standards for bank VaRs  

would be consistent with this feature.  Regulatory standards require a minimum historical 
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sample period for market factors of one year with any time-weighting of observations 

yielding not less than a 6 month average lag.     

As reported in Table 1, bank VaRs are correlated with 1-day ahead trading 

revenue volatility.  Adequately explaining this correlation would require formal analysis.  

However, as discussed earlier, trading revenue volatility depends on trading portfolio 

market exposures and market volatility.  While the results in Table 7 indicate that the 

volatility of bank bank trading returns is related to market volatility, the results in Table 8 

suggest that the relationship between bank VaRs and market volatility is not very strong.  

Since daily VaRs are conditioned on current end-of-day positions, if changes in positions 

have persistence, this may give bank VaRs power in forecasting trading revenue 

volatility.  Moreover, if variation in trading portfolio market exposures tends to be bank 

specific, there may not be systematic cross-bank co-movement in their VaRs.  

 
E.  Conclusions  

 Bank dealers play a central role in market-making in financial markets.  In recent 

literature it has been argued that risk-taking and trading activity by banks and other 

financial institutions may contribute to market volatility and illiquidity.  This study 

represents a first attempt to supplement the literature with a systematic empirical study of 

market risks using daily trading revenues and VaRs for 7 large U.S. trading banks.   

Applying a linear market factor model, we find that bank trading revenues are 

inversely related to interest rate factors, which is consistent with trading positions being 

net long in interest rate exposures.  In addition, daily equity market trading volume has a 

significant positive influence on trading revenues, consistent with the hypothesis that 

trading revenue depends on market trading volume through banks’ market-making 

activity.   This feature may differentiate the trading returns and behavior of banks from 

that of other institutional market participants, such as hedge funds.    

Overall, the explanatory power of the market factors is low and the sensitivities of 

banks’ trading revenue to market factors are modest.  For exchange rate, equity and credit 

spread factors, the estimated sensitivities also vary in sign across factors and across banks 

for a given factor.  The results indicate heterogeneity in both individual banks’ exposures 

across markets and market exposures across banks, although for some pairs of banks 

market exposures may still be highly correlated. 



 15

 Acknowledging that active portfolio management can create nonlinear exposures, 

the weak sensitivity of trading revenue to market factors may at least partly be the result 

of using a linear model.  In a limited test, we did not find strong evidence of a non-linear 

relationship between trading revenue and the factors.  The linear model also will not 

reflect variation in banks’ market risk exposures.  Applying the linear factor model to two 

sub-samples, there were noticeably higher exposure levels in some market factors in the 

later sample and, for some banks, we are able to statistically reject the assumption that 

market exposures are constant.  While the results indicate time varying exposures, the 

general magnitudes of estimated exposures were still not large in either period. 

In a final test, while we find that bank trading revenue volatility is relatively high 

in times of high market volatility, bank VaRs show no more than modest power in 

forecasting market volatility.  This finding may indicate that bank VaRs are not strongly 

conditioned on forecasts of near-term market volatility. 

 These results bear on issues concerning bank trading portfolio risk and behavior 

and market stability.  Maintaining relatively modest exposures with differences in the 

direction of exposures across markets puts bank dealers in a favorable position to 

withstand large unexpected and even broad-based market fluctuations.  Also, a common 

feature of market destabilizing arguments is the homogeneous treatment of trading 

institutions.  Our results suggest that there may be significant heterogeneity in the risk 

exposures of bank trading portfolios, which makes the aggregate market effects of trading 

banks less clear.  Further, our results indicating that bank VaRs have limited power in 

forecasting market volatility are not consistent with arguments that banks’ use of VaR is 

a catalyst for market destabilizing behavior, as these arguments assume a strong relation 

between VaR and market volatility.  

 In considering these results, it is important to keep in mind that this study is only 

an initial effort to characterize market risks in bank trading portfolios and is limited to a 

small number of banks.  Also, the linear factor model, while widely used in portfolio risk 

analysis, has important limitations and its adaptability to trading portfolios is still 

uncertain. 
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Figure 1.  Kernel Densities of Bank Trading Revenue 

(trading revenue standardized by trading revenue standard deviations) 
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