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Abstract

We consider a dynamic economy populated by heterogeneous firms subject to
generic capital frictions: adjustment costs, taxes, and financing constraints. A ran-
dom subset of firms in this economy receives an empirical “treatment”, which mod-
ifies the parameters governing these frictions. An econometrician observes the firm-
level response to this treatment and wishes to calculate how long-run macroeconomic
outcomes would change if all firms in the economy were treated. Our paper proposes
a simple methodology to estimate this aggregate counterfactual using firm-level ev-
idence only. Our approach takes general equilibrium effects into account, requires
neither a structural estimation nor a precise knowledge of the exact nature of the
experiment and can be implemented using simple moments of the distribution of
output-to-capital ratios. We provide a set of sufficient conditions under which these
formulas are valid and investigate the robustness of our approach to multiple varia-
tions in the aggregation framework.
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1 Introduction

Governments around the world implement a wide range of policies to facilitate business
investment and growth. A burgeoning empirical literature seeks to evaluate the effec-
tiveness of these policies using firm-level data and well-identified empirical settings.
Some papers look at financial reforms (see for instance Aghion et al. (2007), Bertrand
et al. (2007), Ponticelli and Alencar (2016), Larrain and Stumpner (2017)). Others an-
alyze firm response to the availability of subsidized credit (e.g. Lelarge et al. (2010),
Banerjee and Duflo (2014), Brown and Earle (2017)), or changes in bank lending behav-
ior (Fraisse et al. (2017), Blattner et al. (2017)). Another set of papers study the effect
of capital taxes or subsidies on firm investment and hiring (Yagan (2015), Zwick and
Mahon (2015), Giroud and Rauh (2016), Rotemberg (2017)). These papers seek to pro-
vide clean empirical estimates of the relative effect these policy interventions have on the
subset of firms they affect. However, they mostly remain silent on how these firm-level
effects would aggregate, were the intervention generalized to a broader set of firms in
the economy. In this paper, we develop a simple methodology to estimate such an ag-
gregate counterfactual using firm-level reduced-form evidence. This approach does not
require the estimation of a structural model of firm behavior. This methodology can be
implemented even when the empiricist does not precisely know how the intervention
affects firm-level distortions.

The aggregation exercise we consider is not trivial. First, standard equilibrium ef-
tects will typically dampen firm-level responses: for instance, if a policy alleviates credit
constraints, its extension to a larger set of firms will increase aggregate labor demand,
which in turn will raise the equilibrium wage and mitigate the initial direct effect. Sec-
ond, the scaling-up of a policy intervention may lead to a reallocation of inputs across
heterogeneous firms: as distortions are reduced, capital and labor flow from firms with
a low marginal product to firms with a high marginal product, increasing aggregate
productivity. Third, the policy treatment effects estimated in a “local” experiment may
not carry over in an environment where all firms receive the treatment. In other words,
these estimated treatment effects may not be externally valid, so that they may not be
used to compute the aggregate counterfactual described above. This paper derives sim-
ple sufficient statistics formulas that take these effects into account. It also provides
sufficient conditions under which the methodology is valid: importantly, these condi-
tions are weaker than the conditions used in the vast majority of structural papers in the
macro-finance literature.

To derive these formulas, we proceed in three steps. First, we set up a steady-state



general equilibrium model with heterogeneous firms that face stochastic productivity
shocks and are subject to several forms of distortions: adjustment costs, taxes, and fi-
nancing frictions. We do not solve the model explicitly, but instead express aggregate
output and total factor productivity (TFP) as a function of the joint distribution of output
to capital ratios' and productivity. In a second step, we consider a small-scale policy in-
tervention that targets a random subset of firms in this economy.? This policy treatment
affects parameters governing firm-level frictions, although we do not need to specify
which ones exactly. Given the exogeneity of this treatment, an econometrician can use
standard datasets to recover the treatment effect of this policy on the joint distribution
of output to capital ratios and productivity. In a final step, we would simply apply
these estimated treatment effects on all the firms in the economy and obtain counterfac-
tual changes in output and aggregate TFP through the formulas derived in the first step.
However, this final step may not be valid: the treatment effects recovered in the second
step are estimated in an economy where a negligible fraction of firms are treated and
they may be different in an economy where all firms are treated. For instance, the gen-
eralization of a policy may increase the equilibrium wage on the labor market, and firms
may respond differently to the policy treatment when facing a higher wage.

A key contribution of our paper is to provide conditions under which these esti-
mated treatment effects on the joint ergodic distribution of output to capital ratios and
productivity are independent of general equilibrium conditions, and therefore externally
valid. This property allows us to safely use, in the aggregation formula, the treatment
effects estimated in partial equilibrium. This “scale-invariance” property relies crucially
on two key assumptions about technology and frictions. First, the sources of distortions
(financing frictions and constraints, tax schedules, adjustment costs) are assumed to be
homogeneous of degree one. Intuitively, homogeneity guarantees that frictions remain
on average constant on a size-adjusted basis. Hence, a change in general equilibrium,
which affects firm size, will not affect distortions. Second, firm-level production is Cobb-
Douglas, with either constant or decreasing returns to scale. While these assumptions
may appear restrictive, they are almost always satisfied in the structural macro-finance

literature (see our extensive review of the literature in Table 1). Additionally, the scale-

IThe output to capital ratio is commonly called “marginal revenue product of capital” (MRPK) or
equivalently “capital wedge” in the misallocation literature (Restuccia and Rogerson (2008), Hsieh and
Klenow (2009)).

2The focus on small experiments with full randomization is for expositional purposes only. We show
in Section 5.2 how our methodology can be applied to cases where the policy experiment is large or affects
a sub-group of firms in the population. As long as the treatment is randomized within the sub-group, our
methodology can be adapted to recover a “partial” aggregate counterfactual where the policy is extended
only to this sub-group of firms.



invariance property only holds at the steady-state of the economy, a notable limitation
of our analysis.

The formulas we obtain for changes in steady-state aggregate output and TFP com-
bine parameters of the model (labor share, the elasticity of substitution of goods within
an industry, labor supply elasticity) and three sufficient statistics that characterize the
joint distribution of productivity and output to capital ratios. The first statistic is the
effect of the policy on the average log output to capital ratio. It characterizes the extent
to which the treatment affects the aggregate amount of savings available to firms. The
second statistic is the treatment effect on the variance of the log output to capital ratio.
It measures how the treatment distorts the allocation of capital across firms. The final
statistic is the effect of the policy treatment on the covariance of the log output to capital
ratio and log productivity. Intuitively, if the treatment reduces this covariance, it makes
productive firms relatively less distorted, which boosts aggregate output.

We first develop this result in a model with a simple market structure and a small-
scale randomized experiment. We then consider several extensions to show how to adapt
our aggregation formulas to more realistic models. We show that the model’s key prop-
erty — the scale invariance of the distribution of log output to capital ratio — remains
valid (1) in the presence of persistent difference in productivity across firms (2) in the
presence of heterogeneous treatment effects (e.g., across industries) and (3) under alter-
native industry structure (e.g., heterogeneous industries, roundabout production struc-
ture with an input-output matrix, a nested CES aggregator with heterogeneous markups
across industries). Each of these extensions yields tractable aggregation formulas. We
show how to adapt our framework when the policy experiment is randomized across
a non-representative sample of firms in the economy. Finally, we investigate in the pa-
per’s Appendix how to account for labor distortions,® technological decreasing returns
to scale or experiments that affect firm-level productivity.*

In our final extension, we go beyond the Cobb-Douglas case and allow for CES pro-
duction functions. In this case, the distribution of output to capital ratio is no longer
independent of general equilibrium conditions. As a result, the aggregation cannot be
based only on sufficient statistics recovered in the experiment, since these statistics are
no longer externally valid. We can still, however, aggregate the effect of the policy by

combining the estimated statistics with two additional sufficient statistics. These statis-

3We consider labor distortions generated by exogenous taxes (e.g. payroll taxes) or variations in mini-
mum wage. In these cases, the augmented aggregation formulas include additional sufficient statistics to
account for the interaction between capital and labor distortions.

“When the experiment can affect firm-level productivity, our aggregation formula require to estimate
how firm-level productivity changes interact with and affect distortions.



tics capture how the effect of the policy on the average capital wedge vary with the
equilibrium wage on the labor market. A limitation of our approach, in this case, is
that the estimation of these additional sufficient statistics require more data than the

experimental outcomes, and may thus prove hard to estimate empirically.

While most of our theoretical results are cast in the context of small, randomized
experiments, the methodology can easily be extended to large-scale natural experiments,
provided that unbiased treatment effects of the policy can be recovered in the data.
We show how to adapt our methodology in this context by discussing two particular
examples. Ponticelli and Alencar (2016) study the effect of a bankruptcy reform in Brazil
on firm-level investment and employment. Identification is obtained by exploiting a
measure of city-level bankruptcy court congestion, which is assumed to be exogenous
to the unobserved heterogeneity in investment and employment. With this identifying
assumption, our methodology can be directly applied to recover the contribution of
this reform to changes in aggregate TFP and output in Brazil. Giroud and Rauh (2016)
estimate the effect of the corporate income tax on firm-level investment and employment.
Identification is obtained by comparing the response to state-level changes in corporate
income tax rates for S-corporations and C-corporations. The identifying assumption is
that how investment opportunities respond to local changes in taxes is similar for S and
C-corps. With this identifying assumption, we show in Section 6how the reduced-form
evidence in Giroud and Rauh (2016) can be combined with our methodology to recover,
for example, the effect on aggregate TFP and output of a decrease in the corporate
income tax rate of 10%.

Our paper first contributes to the growing literature that empirically analyzes firm-
level distortions using well-identified settings. Many of the papers cited above estimate
the firm-level effect of policies promoting business investment but do not speak to how
these policies would affect macroeconomic outcomes, were they to be extended to all
firms in the economy. Our paper provides a simple framework to answer this question
using similar identification strategies but focusing on a set of sufficient statistics typi-
cally not estimated in these studies (mean log output to capital ratio, its variance, and
its covariance with log productivity). Recent exceptions are Blattner et al. (2017), Rotem-
berg (2017) and Larrain and Stumpner (2017), who consider an aggregation framework
somewhat similar to ours, but in which the distribution of output to capital ratios are
assumed to be exogenous, and in particular independent of aggregate conditions. One
of our contributions is to provide sufficient conditions under which endogenous capital

wedges are in fact independent of the market equilibrium in the steady-state.
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Our paper is also broadly related to the literature on misallocation. In a seminal
paper building on Restuccia and Rogerson (2008), Hsieh and Klenow (2009) show how
to compute TFP losses due to misallocation of inputs using a simple sufficient statistics
approach. Hsieh and Klenow (2009), however, abstracts from the origin of distortions
and treat distortions (wedges) as primitives in the model. Asker et al. (2014) argue that
physical adjustment costs account for an important part of the estimated misallocation in
the Hsieh and Klenow (2009) framework. Buera et al. (2011) use a calibrated two sector
model with occupation choice and borrowing frictions to show that financial develop-
ment is responsible for large variations in aggregate TFP across countries, especially
in the manufacturing sector. Midrigan and Xu (2014) calibrates a general equilibrium
model of firm dynamics with collateral constraints using Korean data and show instead
that financial frictions imply fairly small losses from misallocation in their sample.” More
recently, Edmond et al. (2018) study the welfare costs of markups in a dynamic model
with heterogeneous firms and endogenously variable markups and find that one third
of the welfare losses due to markups can be attributed to input misallocation. This lit-
erature, however, is mostly silent on how policies can improve (or are responsible for)
misallocation: it usually simply quantifies the loss in aggregate TFP in the actual econ-
omy relative to a frictionless benchmark, which may not be policy relevant.® In contrast,
our paper offers a methodology to quantify how much improvement in allocative effi-
ciency and production can be obtained through actual policies. In that sense, it provides
a natural bridge from the applied micro-economics literature, which studies the effect of
policies on firm-level outcomes, to this misallocation literature.”

Finally, our paper is related to the literature in macroeconomics trying to charac-
terize macroeconomic outcomes using microeconomic data. Hulten (1978) shows that
in efficient economies, to a first-order, variations in aggregate TFP are simply equal to
the sales-weighted average of firm-level TFP shocks. Baqaee and Farhi (2017a) extend
Hulten’s theorem to the second-order. More closely related is recent work by Baqaee
and Farhi (2017b) who derive general non-parametric formula for aggregating microe-
conomic shocks in general equilibrium economies with distortions. Their approach di-

verges from ours in that they use a very general aggregation framework, but, in the

5See also Catherine et al. (2018) who uses variations in collateral values generated by shocks to real
estate prices to identify the effect of collateral constraints on aggregate TFP and output in the US.

®The sufficient statistics approach of Hsieh and Klenow (2009) allows for a comparison of aggregate
TFP in the Indian or Chinese economy relative to the US. But there again, it is mostly silent on what
policies would be required to allow the Indian or Chinese economy to reach the US counterfactual.

7In this dimension, the paper is also related to the large literature on sufficient statistics in economics.
A recent contribution looking in a corporate finance context is Davila (2016) who derives the optimal
bankruptcy exemption as a function of measurable sufficient statistics.



spirit of Restuccia and Rogerson (2008) and Hsieh and Klenow (2009) assume distor-
tions can be represented by exogenous wedges. In contrast, our approach consider en-
dogenous wedges and show that, in a large class of models used in firm dynamics and
macro-finance, these wedges are invariant to general equilibrium. We think this scale-
invariance of the wedge distribution is an important consideration for this literature on
aggregation. Finally, our paper is also closely related to Buera et al. (2012), who also
use recent empirical evaluations of small scale micro-finance programs to discipline a
structural model of entrepreneurship and financial frictions. Like us, Buera et al. (2012)
are interested in the scaling up of firm-level interventions and their general equilibrium
effects, but they rely on a structural calibrated model, while we propose a sufficient
statistics approach to the aggregation exercise.?

The paper’s structure is as follows. Section 2 lays out the economic model. Section
3 develops our methodology. Section 4 shows that the assumptions of Section 2, which
are necessary to this result, are consistent with most of the literature on firm dynamics.
Section 5 investigates the robustness of our formulas to various extensions to the basic

set-up. The last Section concludes.

2 The Economic Model

2.1 Set-up

The economy is dynamic (t = 0, 1,...,00). There is no aggregate uncertainty. The
economy is at the steady state. We first consider a simple market structure with no
industries. We extend the analysis to include heterogeneous industries in Section 5. At
each date ¢, a continuum of monopolists, indexed by i € [0;1], produce imperfectly
substitutable intermediate goods in quantity y;; at a price p;; (Dixit and Stiglitz (1977)).
There is a perfectly competitive final good market, which aggregates intermediate inputs
according to a CES technology:

v = ( [shai)", 1)

where we omit the t subscript for aggregate output Y as the economy is at the steady
state. We use the final good as the numeraire. Profit maximization in the final good

8Buera et al. (2011) include an occupational choice problem, so that the size of the productive sector is
endogenous. In our baseline model, in contrast, there is no entry decision. We consider in the Appendix
a simple example with entry.



market implies that the demand for product i is given by: p;; = (%)1_9 and —ﬁ is
the price elasticity of demand.

To produce, firms combine labor and capital according to a Cobb-Douglas production
function: y;; = ezifkf‘tlil;"‘, where kj; is firm i’s capital stock in period ¢, I;; labor input, «
is the capital share. Log-productivity z; € Z follows a Markovian process and is i.i.d
across firms. In Section 5.1, we extend the model and allow log-productivity to have to
have a firm-specific fixed component.

With monopolistic competition and the demand system in Equation (1), firm i rev-
enue in period t is p;yir = Y1 7%¢. We assume that there is no adjustment cost to labor.
Thus, labor is a static input. Let w be the steady state wage. Static labor optimization

implies that firm i’s profit becomes:

1—«

yl=¢
7t(zit, ki w,Y) = mzax (Yl—()ezifk?taZO(l—a) _ wl) e (w(p _ ) E%Zitki ,

b

where ¢ = T—(1-0p < 1, and () is a constant.

We call O the vector of deep structural parameters governing the (real and financial)
frictions on capital. For the sake of clarity, we assume in this section that all firms in the
economy share the same parameters ©. We relax this assumption in Section 5 to explore
how firm heterogeneity affects our aggregation formulas.

The capital good is the final good, so that its price is also 1. Using the capital good
in production leads to physical depreciation at a rate J. Capital investment in period ¢
is subject to a one period time-to-build. Firms can finance investment using the profits
they realize from operations or through external financing. The first source of outside
financing is one-period debt. bj; is the total real payment due to creditors in period
t 4+ 1. To simplify notations, we define x;; = (kj;, kit11, bir, bisr1). We note r;; the interest
rate charged by lenders, so that fi—jilt is the proceed from debt financing received in
period t. We allow the firm’s investment and debt financing at date t to be subject to
adjustment costs T (zj, x;1; ®,w,Y). We also assume that firms pay taxes and receive
subsidies: T (zj;, x;1; ®,w,Y) corresponds to the net tax paid by the firm.

Finally, we allow for generic forms of financing frictions. First, equity issuance may
be costly, and we note such costs C(zj;, xj; ©,w, Y). These costs are obviously zero when
the firm does not issue equity—i.e. when cash-flows are positive. Second, the amount of
outside financing may be constrained, which we capture through a vector of constraint:
Mz, xi1;0©,w,Y) < 0. Third, the interest rate on debt is described by a function r()
such that r;;=r(zj, xit; ©,w,Y). This function allows for risky debt and may embed costs



of financial distress, such as liquidation costs.
We note ¢;; the cash-flows to equity holders, net of equity issuance costs:

eir = 70(zip, kipw,Y) — (kipy1 — (1= 0)kit) — T (zip, xi; ®,w, Y)

bit11
) T (e ©,0,Y
+ (1 + T’(Zl‘t, xit,' @/ w, Y) it T(th xlt w )

- C(Zit/ Xity 81 w, Y)

= e(zit/ Xit; @)/ w, Y)

The timing is standard in models of firm dynamics. At the beginning of period
t, productivity z;; is realized. The firm then combines capital in place k;; with labor
liy to produce and receive the corresponding profits. It then selects the next period
stock of capital kj; 1, pays the corresponding adjustment costs, reimburses its existing
debt b;; and receives the proceeds from debt issuance fi—j}t Then, the period ends.
We allow for non-strategic default: the firm operates in period t + 1 if and only if its
productivity belongs to a “survival set”: z; 1 € Z(kjji1,birr1;0O,w,Y). When zj1 ¢
Z(kit11,bit41;0,w,Y), default occurs and the continuation value to the firm’s owner is
assumed to be zero.’

To save on notations, let us temporarily omit the it index. We denote with prime
next-period variables. The firm dynamic optimization problem has one exogenous state
variable z and two endogenous state variables, k and b. To ensure that policy functions

are defined on a compact set, we make the following assumptions:

Assumption 1 (Technical assumptions). Let Y be the aggregate demand shifter and w the
wage. Then, state variables (z,k, b) satisfy the following assumptions:

1. The cash-flow function e(.; ®,w,Y) is a piecewise continuous function of (z,k,k',b,b")

2. Log-productivity z € Z, where Z is compact and convex. The Markovian transition func-
tion underlying z is strictly positive, has no atom and satisfies the Feller property.

3. Capital takes values in the set K which is assumed to be convex and compact.

4. Debt values b are restricted to a compact and convex set B.

9This stark assumption is for the sake of exposition. Our results would carry through for a larger class
of default continuation values, as long as they satisfy an homogeneity property similar to the assumptions
of proposition 2.



5. Conditionally on past (k,b) and current capital choice k', debt values b’ are restricted to a
correspondence set B:

B(z,k,k,b;0,w,Y) = BN {V'|M(z,k,k',b,t';0,w,Y) <0}

We assume that the financial constraint M is such that B is compact, convex and non-
empty.
To ease notations, we write B(z,k,k',b;®,w,Y) = B(z,k,k',b).

The first item only assumes piecewise continuity because models may include (1)
tixed costs of equity issuance (e.g. Hennessy and Whited (2007)) or (2) fixed capital
adjustment costs (e.g. Caballero and Leahy (1996)). Most papers typically prove the
third item of the above assumption by picking a maximum capital stock that the firm
will never find optimal to choose. Decreasing returns to scale ensure that all levels of
capital above this maximum cannot be optimal either (e.g. Hennessy and Whited (2007)).
The fourth item is typically obtained in corporate finance models through assuming that
the return on cash is low compared to the shareholder’s discount rate, which bounds
debt b from below. b is bounded above through financing frictions (cost of financial
distress, collateral or cash-flow constraints).

Define F(®,w,Y) the set of continuous and bounded functions f(z,k,b;®,w,Y) :
Z x K x B — R. Pollowing the rest of the literature, we define the Bellman operator T
on the functional space F (0O, w,Y):

max e(z,k k,b,b';0,w0,Y) + BE,cz p0,0) f(Z,K,b;0,w,Y)|zZ],
Tf(z,k b;0,w,Y) = | KVIKxB
M(z,k,k',b,b;0,w,Y) <0
(2)
where B < 1 is the firm’s discount rate.

The firm is assumed to maximize the expected present value of equity cash-flows,
so that the equity value function is the fixed point of the Bellman operator T. The
maximands are the optimal debt and capital policy functions. Under assumptions 1,
the contraction mapping theorem holds and the operator T has a unique fixed point in
the space of continuous and bounded functions F(©,w,Y), which is the market value
of equity. This unique solution defines unique policy functions so that the problem is
well-defined. 1°

19These results are broadly used in the literature. They arise from the extension of the results in Stokey
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The household side of the economy is stripped down to its essentials. A represen-

tative household has GHH preferences (Greenwood et al. (1988)) over consumption and
1 1—y

. . 1 D . . . . .
leisure: u(ct, ly) = == | ¢t — TT7T , Where c; is period t consumption, /; is period t

1—y
labor supply, € is the Frisch elasticity and (@, L) are normalizing constants. The represen-
tative household owns all the firms in the economy, as well as a safe asset that offers real
return r. B is the representative household’s discount rate. In the absence of aggregate
uncertainty, at the steady-state, optimal consumption and labor supply decisions imply
that L = L (%)e and BT = -1 where r is the risk-free rate. Note that since households

— 14
1

portfolios are well diversified across firms, we also have p = 7 even though the model

potentially allows for firms” default.

2.2 Introducing Capital Wedges

Instead of solving the model explicitly, we characterize its equilibrium as a function of
the distribution of arbitrary objects: capital wedges T;;, which vary over time and across
tirms. These wedges are defined as the ratio of a firm’s marginal revenue product of
capital to the frictionless user cost of capital R for firm i in period ¢. R is fixed throughout
the analysis.

Definition 1 (Definition of capital wedges). For each firm-year observation, we define the

capital wedge T;; as:

06_9 PitlYit

PHT =R
1

Capital wedges are not welfare-based notion but pure empirical constructs. The capi-
tal wedge captures how much the capital stock of a firm deviates from static, frictionless
optimization. In our model, firms deviate from the frictionless, static optimum for three
reasons: financing frictions, taxes and adjustment costs. Thus, wedges do not generi-
cally have a direct welfare interpretation. For instance, adjustment costs or time-to-build
in capital can drive a wedge between marginal productivity and cost of capital, even
in an efficient economy. This is the case when adjustment costs are simple technolog-

ical constraints on production. Similarly, financing frictions do not generically have a

and Lucas (1989) from strictly continuous to piecewise continuous cash-flow functions. See Caballero and
Leahy (1996) for a version of proof with fixed adjustment costs and Hennessy and Whited (2007) for a
version of the proof with fixed equity issuance costs. In both cases, the logic is the same and applies
whenever the cash-flow is piecewise continuous.

11



welfare interpretation. Financing constraints may arise in order to overcome informa-
tion asymmetries in financing. As a result, capital wedges due to financing constraints
may still be consistent with constrained efficiency. A similar argument hold for taxes:
non-distortionary taxation may fail to exist, e.g. because of information asymmetries.

Even though they are not welfare-related, wedges are easy to measure: they are
proportional to the ratio of output to capital. Both output and capital can be measured
in standard firm-level datasets using financial statements. Of course, wedges are not
exogenous. They are a function of the firm’s state variables (z, k and b), the aggregate
state of the economy (summarized by w and Y) and the vector of parameters ©. In the
next section, we show how to map the economy’s aggregate output and TFP into the
joint distribution of capital wedges and productivity.

2.3 Equilibrium

We focus on two aggregate measures relevant to the literature: total output Y, and

aggregate Total Factor Productivity (TFP) defined as where K and L are the

Y
Kep1=&7
aggregate capital and labor stocks. This TFP definition follows the recent misallocation
literature (e.g. Restuccia and Rogerson (2008), Hsieh and Klenow (2009), Moll (2014))
and has an intuitive interpretation (Oberfield (2013)):!! The maximum output produced

in the frictionless economy with aggregate stock of capital K and labor L is: Y*(K,L) =

1-0
( Ik e%Zidz) " K*L-*. As a result, this definition of aggregate TFP leads to a simple
decomposition into technology and misallocation:

log(TFP) =log(Y) —walog(K) — (1 —a)log(L) = (/iefOGZfdi> N +log(Y) — lcigé(Y* (K,L))

N J/

~~ misallocation
technology

While the measures of productive efficiency we focus on are standard, an important

drawback is that they are quite different from welfare. Welfare in our model is given

1\
by the utility of the representative agent and is proportional to (C — %%) where

1 This TFP measure is identical to the one defined in Baqaee and Farhi (2017b), whereby factor weights
are given by the distortion-weighted cost shares. The aggregate distortion-weighted capital cost share is
given by:

RK = /R(l +T)kidi = /Gucpiyidi — Oy
Labor faces no distortion in this baseline model, so that aggregate labor costs are given by: wL = [ wl;di =

6(1 — a)Y. Hence, the distortion-weighted capital share is indeed &, while the distortion-weighted labor
share is just 1 — a.

12



C is steady state consumption and L is aggregate employment. Welfare thus differs
from output along several dimensions: it does not account for dis-utility of labor, for
investment or for friction-related costs.!

We show in Appendix A.1 that equilibrium on the labor and product market of this
economy implies the following expression for aggregate output and TFP (e.g. Hsieh and
Klenow (2009), Midrigan and Xu (2014)):

1-6

it % o) naye

0 1—(1—a)0
Zi -0 .
y (fz' (w5r) dl)

0

Kepi—a & o “
1—6~1 .
fi ( . 1-(1—a)0 dl

I47) 1-0

TFP =

(4)

where we omit subscripts ¢ for aggregate variables since the economy is at the steady-
state.!> Importantly, note that equations 3 and 4 do not solve the model. They simply
relate the joint distribution of (z,log(1 + 7)) in an economy with Cobb-Douglas produc-
tion and CES aggregation through product and labor market equilibrium. In particular,
these equations do not tell us anything about the ergodic distribution of 7, which de-
pends on the numerous frictions facing firms in the firm dynamics model. Solving for
the general equilibrium of this economy is in general not feasible analytically and re-
quires numerical simulations. However, our methodology does not require solving the
model. Instead, we rely on the fact that the distribution of capital wedges is observed
in the data. As a result, under assumptions that we detail below, an empiricist can use
changes in this distribution of capital wedges to infer changes in the macroeconomic

outcomes.

2.4 Small Perturbation Approximation
In what follows, we focus on the following case:

Assumption 2. We assume that z;; < 1 and log(1 + 7;;) < 1. All analytical results in the
paper rely on second-order Taylor expansions of z and log(1 + 7) around their (small) mean.

121f we are willing to assume that physical adjustment costs and other frictional costs can be rebated
lump sum to the representative household, we can derive formulas for welfare. These formulas mimic
our TFP and output formulas and are based on the similar sufficient statistics. We did not include these
formulas for the sake of brevity, but they are available from the authors upon request.

13Similarly, the ergodic joint distribution of z and T does not depend on ¢,
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In this multiplicative set-up, Assumption 2 is equivalent to assuming that log(1 + ;)
and z; are jointly normally distributed, which is the assumption made for instance in
Hsieh and Klenow (2009). Since log (p'kt—lyt”) = log(1 + T;) + cst, Assumption 2 implies
that the log output to capital ratio is also normally distributed. We test the relevance
of this assumption using data from BvD AMADEUS Financials for the year 2014. As
in Gopinath et al. (2015), we measure p;y;; as the value added of the firm, i.e. the
difference between gross output (operating revenue) and materials. We measure the
capital stock, k;;, with the book value of fixed tangible and intangible. For 6 countries in
our sample (France, Spain, Italy, Portugal, Romania and Sweden), we report in Figure 1
normal probability plots, i.e. plots of the empirical c.d.f. of the standardized log output
to capital ratios against the c.d.f. of a normal distribution. Figure 1 shows that the
log-normality assumption is reasonable.

Note that neither of these assumptions (small deviations or log normality) is neces-
sary. We provide in Appendix B.3 formulas that do not require any of these assumptions.
However, assumption 2 proves useful to clarify the logic of our approach, as it summa-
rizes the distribution of wedges in a handful of moments.

The second-order Taylor expansion of equations (3-4) in log(1 + 7); and z;; around

their means leads to simple formulas:

Proposition 1. Under Assumption 2, at equilibrium, aggregate output and TFP can be written
as simple functions of three moments of the joint distribution of log wedges log(1 + T;;) and log
productivity zj;:

a(l+e) 1 ’
logY = N <—yr(®, w,Y)+ 510 ((XU’T(@, w,Y) —20,(0,w, Y))) +cst (5)
log(TFP) = —% (1 + %) o2(®,w,Y) (6)

where u-(®,w,Y) and 02(®,w,Y) are the mean and variance of the steady-state distribution of
log capital wedges. 0--(©,w,Y) is the covariance between log productivity and log capital wedges
at the steady-state. All three moments are generically functions of deep structural parameters ©,

aggregate output Y and the market clearing wage w.
Proof. See Appendix A.2. O

These formulas illustrate forces already discussed in the literature. Dispersion of
wedges impairs aggregate efficiency because it creates capital misallocation (Hsieh and
Klenow (2009)). A positive correlation between productivity and wedges also hurts ag-

gregate production: output is lower when the most productive firms experience the
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largest distortions (Hopenhayn (2014)). However, in our setting, such a correlation does
not affect aggregate TFP. This result emanates from the small deviation assumption (or
alternatively, from log normality). For instance, it does not hold in Restuccia and Roger-
son (2008), who use a binary distribution for the distribution of distortions.

The above formulas suggest a simple methodology to aggregate firm-level evidence:

1. Measure the treatment effect of a policy experiment on the three moments intro-
duced in Proposition 1 (mean and variance of log wedges, and covariance of log
wedges with log productivity). These three moments are easy to compute using
tirm-level data since log wedges are equal to log revenue-to-capital ratios up to a
constant.

2. Plug these treatment effects into formulas (5-6). This would lead to the aggregate
effect (in terms of log-changes in aggregate output and TFP) of generalizing the
experiment to all firms in the economy. This approach is originally the one of Hsieh
and Klenow (2009) who use the variance of log revenue to capital ratios of the US
to investigate TFP losses among Indian firms due to misallocation. It has since been
taken on in a few recent papers based on quasi-experimental frameworks (Blattner
et al. (2017), Larrain and Stumpner (2017), Rotemberg (2017)).

However, this methodology is not necessarily valid. The effect of the policy on the
joint distribution of (z;;,log(1 + 7)) in step 1 is estimated in an economy with equilib-
rium (w, Y). As the policy is extended to all firms in the economy, the economy converge
toward a new steady-state (w’,Y’). At this new steady-state, the equilibrium joint distri-
bution of (zj,log(1 + T;;)) may differ from the one estimated in the experimental data in
the (w,Y) equilibrium. The next section explains this issue in detail and provides a set of

sufficient conditions under which the above methodology is valid.

3 Inference and Aggregation of Policy Experiments

In this section, we explain when it is valid to use experimental estimates to compute our
aggregate counterfactual. To simplify the exposition, we consider the case of a binary
randomized treatment. Our approach can be generalized to continuous treatments and
heterogeneous treatment effects (see Section 5).

15



3.1 The Policy Experiment

An econometrician observes data on an infinite number of firms, of which a random
subset is subject to a policy treatment. The treatment is binary: firm i is either treated
(T; = 1) or untreated (T; = 0). This treatment is a policy that affects the parameters ©
governing financing constraints, adjustment costs or taxes. ©g (resp. ®;) correspond
to the parameters of non-treated (resp. treated) firms. The econometrician does not
necessarily know how the treatment affects these parameters. However, we assume that
she knows that the treatment leaves the following three parameters unchanged: the
capital share in production «, the price elasticity of demand 6, and the labor supply
elasticity €.

We assume that the econometrician observes the ergodic distribution of firm-level
outcomes for both treated and control firms. In the context of our simple model, this im-
plies that the treatment is necessary exogenous: since heterogeneity in our model arises
solely through idiosyncratic productivity shocks, the ergodic distribution of outcomes
for treated and control firms is independent of initial conditions. Our results extend

directly in the presence of persistent productivity shocks (Section 5.1).

3.2 Aggregating the Policy

In this section, we show how to use the experimental data to compute changes in ag-
gregate output and TFP that would result from extending the policy to all firms in the
economy. An alternative version of this aggregation exercise consists of extending the
policy to a larger fraction of firms in the economy. We focus on full aggregation here, and
explore partial aggregation in Section 5. We summarize the total aggregation exercise in

the paragraph below.

Objective 1 (Aggregation of the Policy). The aggregation of the treatment consists of com-
puting the log-difference in output and TFP between an economy where no firms are treated
(® = Oy for all firms) to an economy where all firms are treated (© = ©1).

Note (wo, Yo, TFPy) (resp. (w1,Y1, TFPy)) the equilibrium wage, output and TFP in the
economy where no firms (resp. all firms) are treated. Then:

a(l+e€ 1 0
AlogY =log(Y1) —log(Yy) = % (—AyT t51 3 (ocAa% — 2A0TZ))

Alog(TFP) = log(TFP;) — log(TFPy) = —% (1 + 10(_6@) Ac?
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where:

Apr = u(©1, w1, Y1) — pr(Op, wo, Yo)
A2 = 02(©1, w1, Y1) — 02(@g, wo, Vo)

Aoy = UZT(®1/ w1, Yl) - UZT(@O/ wo, YO)

The equations above make clear the challenge faced by the econometrician. The
econometrician does not directly observe the distribution of wedges and productivities
conditional on the new equilibrium (wj, Y7): by definition, this new equilibrium is not
observed and is the counterfactual equilibrium we are trying to calculate. Therefore,
empirically, the econometrician cannot directly estimate Ay using the available evi-
dence, but instead can only estimate the following statistic A/\yr, which is a priori not
equal to Ay

Ap: =E (log (pzy”) T = 1) ~E (log (pzy”) T = 0)
it it

= VT(®1/ wo, YO) - ]/l”L'(@O, wo, Yo)
# Apir = P‘T(®1/w1/Y1) — ,MT(@(), wo, Y()) a priori

Obviously, a similar issue arises for the other two moments of the joint distribution
of (z,log(1 + 7)), Ac? and Ac,;. The next section presents sufficient conditions under
which these statistics are in fact similar.

3.3 Scale Invariance of the Wedge Distribution

This section presents one of our main results: we provide sufficient conditions under
which the joint distribution of log-capital wedges and log-productivity is independent
of w and Y. As we detail below, these conditions are verified in a large class of models

of firm dynamics, commonly used in macro-finance.

Proposition 2 (Distribution of wedges).

Let S = ﬁ be the steady state “scale” of the economy. Assume that:
(ZASR @i

1. adjustment costs T'(), taxes T (), funding constraints M() and the equity issuance cost
function C() all satisfy the following property:

V (z,x0,w,Y), Qzx0,wY)=5xQ (z,g;@), 1,1) 7)
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2. the interest rate r() satisfies the following property:

V (z,x,0,w,Y), r(z,x;®,wY)=r (z,%;@, 1,1>

3. The survival set Z() does not depend on aggregate conditions:
Z(K,v;0,w,Y)=2K,v;0,1,1)

Then, the joint-distribution of z and log(1 + ), which we note F(z, T; ®,w,Y'), does not depend
on (w,Y):
F(z,1;0,w,Y) = F(z,1;0)

Proof. See Appendix A.3 O

This proposition shows that, given parameters ©, the ergodic distribution of log-
capital wedges does not depend on the scale of the economy. This is the key result
of the paper. It implies that under the assumptions highlighted in Proposition 2, the
wedge distribution observed for a subset of treated firms operating under parameters
©; does not depend on the number of treated firms in the economy. In other words, the
estimated treatment effect of the policy on the joint distribution of log-capital wedges
and log productivity is externally valid: it does not depend on the economy in which it
is estimated. This result allows us to estimate the aggregate counterfactual presented in
Objective 1 using the experimental data.

This result rests on two key assumptions. First, firm-level production follows a Cobb-
Douglas technology. The multiplicative property of Cobb-Douglas technology ensures
that firm-level operating profits scale proportionally to S = —~:

(z,kw,Y) = mlax{Yl_GkG“le(l_“) —wl} =8Sm (z, g;l,l) )
This property is not satisfied, for instance, when production follows a CES technology
(Section 5.6) The second key set of assumptions is the homogeneity of the frictions in
equation 7. Taken together, these two assumptions ensure, through the contraction map-
ping theorem, that a firm’s optimal policy function and value in an economy (w,Y)
scales up with S. Capital wedges, which are simply ratios of sales to capital, are thus
invariant to S since both numerator and denominator scale up to S at the optimum poli-

cies. Note that an important assumption for Proposition 2 to hold is that the economy is
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at the steady-state.!

While the assumptions in Proposition 2 may seem restrictive, they cover a large class
of models in the literature on corporate investment and in macro-finance. In Section 4,
we map a number of standard models in the literature to the assumptions in Proposi-
tion 2. We also perform a systematic literature review and find that the overwhelming

majority of papers satisfy these assumptions.

3.4 Taking Stock: Aggregation Formulas

In this section, we summarize our methodology for aggregation. If the assumptions in
Proposition 2 are satisfied, the methodology proceeds in two steps. First, we estimate the
effect of the policy on the three moments of the joint distribution of log capital wedges
and log productivity introduced in Proposition 1. For instance, focusing on the average

log wedge, one can estimate:

An = (log (pityit) T = 1) _E (log <Pit]/z't) T, = 0)
kit kil’
=T (log (1+7)|T;=1) — E (log (14 7) |T; = 0)
= ue(®1, wo, Yo) — pr(@o, wo, Yo)
(

= uc(0y, wy, Yy) — ]/lr(®0/ wo, Yo)
— AP[T

When the assumptions of Proposition 2 are verified, the distribution of 7 is indepen-
dent of w and Y. This implies that p(©1, w1, Y1) = (g, wo, Y1). This, in turn, implies
that the treatment effect A/\ptT estimated in the experiment does provide us with a rele-
vant statistics that can be used in the aggregation exercise. Similarly, Ac? and Aoy, can

be estimated through:

Z(ZZ_ = Var (log (%) |T; = 1) — Var (log (%) T; = O) = Ao}
it it

80 = Cov (1o (P42 ) 21 = 1) ~ Cov (log (P21 24/, = 0) = e
it

it

14We can construct a simple example of a model where, along the transition path, the distribution of
MRPKs is not the same in an economy where a small number of firms are treated and in an economy
where all firms are treated. This model is available from the authors upon request.
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In a second step, we simply plug these three estimated statistics (A/\ptr, K\(T% and ET;)
into the aggregation formulas (8-9). This requires only a calibration of three parameters:
the capital share «, the extent of competition 6 and the labor supply elasticity €. By
combining these calibrated parameters and the three sufficient statistics, we obtain an
estimate of the aggregate counterfactual, which does not require a full structural estima-
tion of the firm-level problem 2, nor a precise mapping from the policy to the structural

parameters ©O:

x(l+e — 1 0 — —
AlOgY = IOg(Y1) — log(Yo) = % (—A"l/lr + zm <0(A(7'% — 2Aarz)) (8)

Alog(TFP) = log(TFP;) — log(TFPy) = —% (1 + 10(_6@) A/\(T% )

A standard calibration of these parameters in the aggregation formula (8-9) is &« =
.33 (Bartelsman et al. (2013), 8 = .8 (Broda and Weinstein (2006)) and € = .5 (Chetty
(2012)). With this calibration, the aggregation formula imply that a policy that increases
investment by about 2% at the firm-level and leaves the variance of wedges as well
as the correlation of wedges with productivity unchanged would increase output by
.63%.1% A policy that would leave the average wedge and the correlation of wedge and

TFP unchanged, but would reduce the dispersion of wedges by 1.29 percentage points
would similarly lead to an increase in aggregate output of .63%.

4 Relation with Standard Models of Firm Dynamics

Proposition 2 builds on a number of assumptions about the firm production function
(Cobb-Douglas) and the frictions, real and financial, faced by firms (homogeneity condi-
tion). In this section, we first show how standard models of firm dynamics map into the
assumptions of Proposition 2. We then conduct an extensive review of the recent liter-
ature on firms dynamics. Among the 44 papers we discuss, an overwhelming majority
satisfy this set of assumptions.

1-9
T 1-6(1—a)
corresponds to a .85% decline in the sales-to-capital ratio (A = —.85%), which in turn leads to an increase

Py _

The output to capital ratio is given by: Alog B/ = Alogk, so that a 2% increase in investment

in aggregate output of % % .85% = .63%.
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4.1 Adjustment Costs

Consider first the case of adjustment costs. Quadratic adjustment costs to capital, linear
adjustment costs, fixed costs that scale either with production, output and capital or
discount for capital resale all satisfy the assumptions in Proposition 2. For instance, if
I'() is given by:

(K" — (1—0)k)?

I'(z,x0,w,Y)=m - + Y2k + Liw—a—s)kz0y (V3Y + vapy + v5k) + 16k L —1—s)k<0}/

then, since y(z,k;®,w,Y) = S X y(z, %;@,1,1) and py(z,k;0,w,Y) = S X py(z, %;@,1,1),
it is trivial to show that I'(z,x;®,w,Y) = S xI'(z,%;0,1,1)

4.2 Financing Frictions

Second, consider the financing side of the model. Our formulation encompass standard
models of financing constraints and investment.

Let us start with the interest rate function. For instance, in Michaels et al. (2016) or
Gilchrist et al. (2014), debt is risky and in the event that the firm is unable to repay, the
lender can seize a fraction 1 — ¢ of the firm’s fixed assets k. The firm’s future market
value is not collateralizable, so that a firm’s access to credit is mediated by a net worth
covenant, which restrains the firm’s ability to sell new debt based on its current physical
assets and liabilities. Concretely, default is triggered when net worth reaches 0, which
defines a threshold value for productivity Z such that:

0= koS Pek2k? — b4 k(1 — d)k, (10)

where ¢ is the second-hand price of capital, which we treat as a technological param-
eter. As in Michaels et al. (2016), the right side of the previous equation represents the
resources that the firm could raise in order to repay its debt just prior to bankruptcy,
which is why its capital is valued at the second-hand price c¥. The wage bill is absent
from the previous equation because labor is paid in full, even if the firm subsequently
defaults. Finally, the face value of debt discounted at the interest rate r(z,x;,0,w,Y)
must equal the debt holder’s expected payoff discounted at the risk-free rate:
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b/
C147(z,x0,w,Y)
(11)
Equations (10) and (11) provides the joint definition for the interest rate function

1
1+7r

[/o (koS! etk + (1) (1 = 0K ) dH(Z'|2) + (1 — H(]z))V/

r(z,x;0,w,Y), which satisfies the assumption in Proposition 2. Note first that equation
(10) can be rewritten as: 0 = Koe%‘fy — %4+ K1 -0)k As a result, it is clear that
2(k,b;®,w,Y) = 2(%, %; ©,1,1). Also, we can rewrite Equation (11) as:

1 Z(%fbfsp?@rlrl) 9, k' ¢ K b v
G 4+ (1-0)(1—-68)—= | dH(Z 1—H@Ez)—=| = >
1+7r /o <K°e 5 T(1=90 =097 JdH(z]z) +( (22)) 14+7(z,x0,0,Y)

so that 7(z,x,0,w,Y) =1(z,%;,0,1,1).

Similarly, the specification of debt renegotiation in Hennessy and Whited (2007)
would also satisfy these assumptions. More generally, these models make the proba-
bility of default independent of the scale of the economy S, and the loss given default
proportional to S. These properties ensure our assumption about r() in Proposition 2
is satisfied. Obviously, models of risk-free debt, such as Midrigan and Xu (2014), also

satisfy the assumption about r().

Our assumption on the cost of equity is also verified in Michaels et al. (2016) and
Gilchrist et al. (2014), who posit that equity issuances are subject to an underwriting fees

such that there is a positive marginal cost to issue equity:
C(z,x0,w,Y) = AMe(z,,0,w,Y)|Li(z20,0,y)<0}

Given that e(z,x,0,w,Y) = Se(z,%;0,1,1), it is obvious that C(z,x;0,w,Y) =

S x C(z, % ;0,1,1). Thus, the financing frictions specified in Gilchrist et al. (2014) and

Michaels et al. (2016) satisfy the assumptions of Proposition 2. Additionally, it is obvi-

ous to see that fixed or quadratic issuance costs would satisfy our assumptions as long
2

as they are appropriately scaled with the size of the firm. For instance, ll]li_;iﬂeit<o’ or

tkit1e, <o would fall in this category.

Finally, our formulation of financing frictions also encompasses debt constraints as
for instance in Midrigan and Xu (2014) or Catherine et al. (2018). In Midrigan and Xu
(2014), debt is assumed to be risk-free through full collateralization: v’ < ¢k’ so that
r(z,%0,w,Y) = re and producers can only issue claims to a fraction x of their future
profits: e(z,x,0,w,Y) > —xV(z,x,0,w,Y). In this case, the vector M(z,x;0,w,Y) con-
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sists of the last two inequalities, and it is direct to see that both M and r() satisfy the
assumptions of Proposition 2. Of course, any combination of the constraints in Midrigan
and Xu (2014) and Hennessy and Whited (2007) would also satisfy these assumptions.
Note that our model also encompasses debt constraints where debt financing is limited
by existing or future cash flows (b < te(z,x,0,w,Y)).

4.3 Taxes

Standard specifications for the corporate income tax satisfy the assumption of Proposi-
tion 2: 7(z,x,0,w,Y) = tmax (0, 7(z,x;,0,w,Y) — 0k — b). However, a progressive tax

system would violate our assumptions.

44 Recent literature review

In this section, we conduct a systematic literature review to assess if the typical papers
on firm dynamics satisfy the conditions in Proposition 2. Given the large number of
papers in this literature, we cannot be exhaustive. We limit ourselves to recent and cited
papers in this literature: all papers citing Hennessy and Whited (2007), Midrigan and
Xu (2014) and Moll (2014), published within a list of twelve journals'® and with at least
50 Google scholar citations.

We end up with 44 papers. We group the set of assumptions in five categories:
production function, adjustment costs, borrowing constraint, equity issuance costs and
taxes and report. For each of the 44 papers and each of these 5 categories, we check
whether the paper’s assumptions satisty the conditions of Proposition 2 for this category.
Table 1 show that modeling choices made in these papers are almost always consistent
with our assumptions in Proposition 2. Column 1 verifies if the production function
is Cobb-Douglas or not. In all papers but one, the Cobb-Douglas assumption is valid.
In 5 papers, the authors however added to Cobb-Douglas a non-scalable fixed cost to
model operating leverage. That particular dimension does not fit our assumptions and
would prevent the results from proposition 2 from holding. In column 2, we look at
adjustment costs. In almost all papers, physical adjustment costs (real frictions) satisfy
our assumptions. Even when there are fixed costs of investment, the costs are still
typically scaled by total sales, which satisfies our assumptions as described in Section

4.1. Columns 3 and 4 focus on financing frictions. The borrowing constraint is almost

16 American economic review, Econometrica, Journal of Political Economy, Review of Economic Studies,
Quarterly Journal of Economics, Journal of Finance, Journal of Financial Economics, Review of Financial
Studies, one of the three American Economic Journal and Journal of Monetary Economics.
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scale free in all but 3 papers. Equity issuance costs constitute the most frequent deviation
from the assumptions of Proposition 2: 9 papers introduce fixed equity issuance cost that
does not scale with the size of the firm. Finally, all but 2 papers introduce a standard
corporate tax rates with constant and positive rates for firms making positive profits and
no tax for firms making negative profits. Overall, most existing models in the recent

literature do satisfy the assumptions of Proposition 2.

5 Robustness and Extensions

This section proposes extensions to the methodology developed in Section 3 and the
model presented in Section 2. The first four subsections investigate the effect of including
additional heterogeneity in frictions, treatment, production and competition. The last
extension analyzes the effect of deviating from Cobb-Douglas production. Additional
extensions are described in Appendix B for the sake of brevity.

5.1 Productivity Heterogeneity

In this section, we explore the effect of unobserved heterogeneity on aggregation. To do
so, we augment the baseline model with to include a firm-specific fixed component in
log-productivity. Note first that, in the baseline model, the experiment is always well-
identified: the only source of heterogeneity across firms are idiosyncratic productivity
shocks; irrespective of their initial productivity levels, a group of firms that receive the
treatment at an initial will converge, at the steady-state, to the ergodic distribution for
tirms with the treatment. In reality, however, there may be sources of persistent hetero-
geneity across firms. If the experiment targets a particular group of firms that differs in
a persistent way from the rest of the economy, then aggregating the policy experiment to
the entire economy may be problematic. In this section, we explore what happens when
tirms differ through ( potentially unobservable) persistent productivity levels (e.g., as in
Midrigan and Xu (2014)).

We start from our baseline model in Section 2, and now assume that total log-
productivity tfp;, is now: tfp,, = z; + z7, where z;; is the same Markovian process as
in the baseline model and z; is fixed in time and firm-specific. With this assumption, it
is straightforward to show that, even if the treatment is applied to a non-representative
sample of firms in the economy, our baseline formulas continue to apply. This result is

summarized in the following proposition:
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Proposition 3. Assume that firm log-productivity, tfp,,, is given by: tfp, = z; + z;, where z;
is the Markovian process described in Section 2 and z; is a firm-specific fixed component. Then,

even if when the treatment T; is correlated with z7 — and the experimental data is therefore not
representative of the entire economy — the sufficient statistics and aggregation formulas of Section

3 remain valid.

Proof. See Appendix A 4. O

This result is an implication of the Cobb-Douglas technology and homogeneity con-
dition detailed in Proposition 2. Intuitively, in our setting, at the firm optimum, sales,
employment and capital stock are all scaled by long-term productivity % . Hence, the
distribution of capital wedges is independent of the distribution of long-term produc-
tivities. As a result, our aggregation formulas apply. In particular, even the policy
treatment is applied to a subset of firm with a non-representative distribution of z7, the
estimated treatment effect on the joint distribution of log-productivity and log-capital
wedges will be unbiased estimates of the treatment effect for all firms in the economy.

We can therefore use these estimated treatment effects for aggregation.

5.2 Heterogeneous Treatment Effect & Representativeness

In this section, we allow structural parameters ©, as well as the treatment itself to differ
across firms. This extension allows us to investigate two important cases. First, policy
treatment may have different intensity across firms in the economy: for instance, in
Ponticelli and Alencar (2016), the intensity of the federal bankruptcy reform studied in
the paper depends on bankruptcy courts backlog. Second, and related to the previous
section, firms receiving a particular policy treatment may systematically differ from the
rest of the economy (here in terms of their deep structural parameters ©).

To focus on the effect of heterogeneous treatment, we keep in this extension the same
simple market structure as in the baseline model of Section 2. The only difference with
our baseline model is that firms in the economy are now partitioned in X groups: in each
group s € [1,X], the parameters governing frictions, ©;, is constant and equal to ©;,
but for a small, random subset of firms for which it is ®;. For instance, these groups
can be industries or geographic areas.

We note X7 the subset of groups for which we observe a treatment effect, i.e. a
random subset of firms in this group receive the policy treatment. In such a setting, it

is naturally impossible to generalize the experiment to groups s’ ¢ X1, since treatment
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effects cannot be estimated for these groups.!” With our sufficient statistics approach,
the only meaningful aggregation exercise in this context consists of extending the policy
treatment to all of the firms in some of the groups s that belong to Xr. The following

proposition show hows to estimate this counterfactual:
Proposition 4. Let Xt be the set of groups where a policy experiment is observed.

1. For each s € X1, we can estimate the following group-specific statistics:

Ape(s) = (log (p”y”) Ti=1i€ s) (log (p”y”) T =0,ie s)
klt kzt
Ac?(s) = Var (log (p}zy”) ITi=1,i¢ s) — Var (log (pzy”) T, =0,i € s)
it it

Ef;(s) = Cov (log (P;’(ﬂ/it) zi|Ti=1,i € s) Cov <log (PZ]/zt) ,zi|Ti =0,i € s>
it it

2. Define . 4 the “aggregation subset”: in our aggregate counterfactual, the policy is extended
to all firms in each group s € X4 C X7.

3. The effect on total output of extending the policy treatment to all firms in the set of group
s € X4 is given by:

—_—

Alog(Y) 2 (Ayr ;(%) (—ZAUZT(S)MAU%(S)))

+%1izx (10199> (1 + €e)var,, (@))

. pOdi . .
where y; = % is the sales share of group s in the absence of treatment if s € Sy

—_— —_ 2

(and is otherwise, for s & Sa, vs = 0); and var., (AyT(s)) = Yses, Vs (AyT(s)> -
—_— 2

(ZseSA "YSAFT(S))

7In this case, a fully fledged structural estimation would be required to estimate the aggregate coun-
terfactuals where all firms — even the ones in the untreated group — would receive the policy treatment.
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The effect on aggregate TFP is given by:

Alog(TFP) = —g (1 + 1“_99> Y x.A02(s)

- 9 - —

o (1 220 D) |00 + 5 (12 ) (a8026) - 2806))

S

#5 (1 1%5) (50 (80) - (1425 won. (80)

oo K0d

where K5 = 16%—011 is the pre-treatment capital share of grouzp sifs € Sa (otherwisze, for
s & Sa, ks = 0); and var,, <Ay7(s)> = Yses, Ks <Ay7(s)> — <2565A KsAyT(s)>
Proof. See Appendix A.5. O

These two formulas have a straightforward interpretation. The output formula con-
tains two terms. The first one is a weighted average of within-group output effect.
Weights are given by the group’s pre-treatment sales share. Within each group, the ef-
fect of extending the treatment to all firms in the group on group-level output resembles
the effect on total output in our baseline model where there is just one group of firms.
The second term accounts for the fact that the extension of the treatment to a certain
number of groups of firms in the economy may reallocate output across groups. This
will increase the variance of output across groups, which increases total output in our
multiplicative setting.

The TFP formula contains three terms. The first one is a weighted average within-
group TFP effect. Weights are given by the group’s pre-treatment capital shares. The
second and third terms arise from the reallocation of output across groups. When the
treatment leads to an increase in output for a group whose capital share is smaller than
its output share (i.e. a group with too little capital), allocative efficiency increases: this is
the second term in the TFP expression. The fact that the treatment is heterogeneous cre-
ates additional misallocation across groups: this is the third term in the TFP expression.

Proposition 4 is useful in situations where a policy experiment is implemented on
non-representative sample of firms in the economy. In this case, the only aggregate
counterfactual that can be estimated is a generalization of the policy to the same set of
tirms that are in the experiment. For instance, Zia (2008) identifies the effect of credit
subsidy by exploiting variations in eligibility conditions to a Pakistani loan subsidy pro-
gram made to exporting firms. However, a number of industries are never eligible in the
sample. In this context, one cannot use the reduced-form evidence to assess the aggre-

gate effect of extending these subsidies to all firms in the economy. Yet, the formulas in
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Proposition 4 can be combined with the reduced-form estimates to compute the aggre-
gate effect of extending loan subsidies to all firms within the set of eligible industries
(including non-exporting firms, to the extent that exporting status is solely based on

productivity).

5.3 Natural Experiments with Heterogeneous Treatment Intensity

A common empirical setting used in the literature on policy evaluation combines an
aggregate policy change with heterogeneity in the exposure of firms to this aggre-
gate change. For instance, Ponticelli and Alencar (2016) exploits the heterogeneity in
the congestion of civil courts across Brazilian municipalities to evaluate the effect of a
bankruptcy reform. Another example is Vig (2013), who evaluates a securitization re-
form in India that strengthens creditor right by using heterogeneity in the fraction of
tangible assets across firms. In a different setting, Larrain and Stumpner (2017) study
the effect of capital account liberalization by comparing its effects across industries with
different dependence on external finance (in the spirit of Rajan and Zingales (1998)).
This setting differs from our baseline setting for two reasons: (1) the policy reform is
already at scale instead of affecting a 0-measure set of firms (2) identification is obtained
by comparing groups of firms with heterogeneous exposure to the policy reform instead
of comparing treated and control firms. In this setting, the relevant aggregation exercise
computes the contribution of the policy change to changes in aggregate output and TFP.
To illustrate how this type of natural experiments fit into our framework, we consider
a simple adaptation of the baseline model. The market structure of the economy corre-
sponds to the simple market structure of the baseline model in Section 2. We consider
two steady states of the economy. (wy, Yp) corresponds to the pre-reform steady state.
(w1, Y1) corresponds to the post-reform steady state. As in Section 4, there are | group
of firms, which are characterized by their exposure to the reform, vj, forj € [1,]]. We as-
sume that group 1 has no exposure to the reform (v; = 0) and that groups are ranked in
ascending order of treatment intensity.'® In the initial steady-state (wy, Yp), the structural
parameters governing frictions are homogenous and equal to ®@g. In the post-reform
steady state, they are given by ©1(j) = O (j) + v;.d®™™. To make the aggregation

exercise non-trivial, we assume that the reform may take place at the same time as an

8The assumption that group 1 has no exposure to the reform is important, as it provides us with an
actual control group. When this assumption is not verified and all groups have exposure to the aggregate
reform, then the average effect of the reform across all groups is not identified in the data, and hence, our
aggregation exercise can only be done up to a constant corresponding to the effect of the reform on this
least affected group.
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unexpected shock to firms” productivity: in the pre-reform period, production is given
by iy = ezifk‘z?‘tlilt*“ for firm i in period t; in the post reform period, production is given by
Vit = Zezifk‘l?‘tl}t_“. Because of this potential unexpected aggregate shock, the aggregate
effect of the reform cannot be evaluated by simply comparing changes in aggregate out-
put or TFP between the two steady states, log(Y7) —log(Yy) and log(TFP;) — log(TFP).
Instead, we can adjust our baseline methodology to compute the contribution of the

reform to the observed changes in aggregate outcomes:

Proposition 5. 1. For each j € [1,]], we estimate the following group-specific treatment
effects by projecting changes in average outcomes of group j, from the pre-reform steady to
the post-reform steady-state, on treatment exposure v;:

E (log (Y01 ) i j) —E (1og [ ZEY50 ) Ji ¢ ] = Ayvj+ A(v))? + €}
ki1 kijo
Var <log (M> li € ]> — Var <log (M> i € ]> = Azv; +A4(vj)2 +€1-2]-
kij kijo

Cov (log (piéjylij'l,zm) li € ]) — Cov <log <pi;;?y;j’o,zij,o> i € ]> = Asvj + Ag(vj)* + 61-3]-,
1

I 1],

where 1 corresponds to the steady-state of the post-reform period and O the steady-state of
the pre-reform period.

2. This defines the following sufficient statistics:

Aie(j) = Arvj + Ay (v;)?
Ac2(j) = Asv; + Ay(v;)?

Aoz (f) = 171\50]- + ;1\6(Uj)2

3. The effect of the reform on aggregate output is then given by:

Blog(1) = STEL T (<8 + 5 (125 ) (~28020) + B2
J

* %1 = « (1“—99> (1-+eyonrs, (A=)

icj PijoYijodi ..
where 7y; = fle]p+gy]’ol is the sales share of group j in the pre-reform steady-state and

—

vary, (Ayr(]')> = Yien, 7 (A/ﬂr(\f))z - (Zje[l,ﬂ “YjA/VTTf))Z
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The effect on aggregate TFP is given by:

Alog(TFP) = —% (1 + 1“_99> ;K]A/U:%\(j)
+a <1+ %) ;(% ) {— A () +% (%) (w@\(f) —ZAETTJ'))}

+3 (1 * 19—069) (1a—eew”f (8u() - (1 " %) s <W)>)

Jiejkijodi

where kj = g is capital share of group j in the pre-reform steady-state and
vary; <Aﬂr(])> = Yienj Xj (Aﬂr(l)> - (Zje[l,]] Ker(]))
Proof. See Appendix A.6. O

5.4 Input-Output Linkages

In this section, we allow for heterogeneous industries and input-output linkages. In-
dustries are heterogeneous in terms of price elasticity and treatment effects, and firms
in each industry consume inputs produced by all other (potentially treated) sectors. We
tirst describe how to modify the baseline framework. We then show the new aggregation
formulas, which end to be quite similar, in spirit, to the baseline formulas.

There are S industries indexed by s. The final good is produced by combining inter-

mediate goods:

Y =115, Y and i ¢ =1
s=1

where ¢ is the share of each intermediate goods in production, and Y; is the quantity
used for final good production. We choose a Cobb-Douglas aggregator here to avoid
the accumulation of terms and maintain focus on the effect of the Input-output structure
on our aggregation formulas. We explore a more general nested CES case (without
input-output structure) in our next robustness check.

There is now a second layer of intermediate production in the economy. Intermediate
good (s) is produced by combining the intermediate inputs produced by firms in industry
s, qi s, using a CES technology:
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where Qs is the quantity of intermediate good s produced. However, only a fraction of
this production of intermediate good s is used for producing final good: Y;. The rest,
M; = Qs — Ys, is used in the production process of intermediate input producers in all
sectors g; ¢, as described below.

Input-output linkages are modeled the following way. Production of input (i,s) com-
bines capital, labor and all intermediate goods s € [1,S]:

9is = ezikzp‘cslfsnizl(mi,s,u)%u
where we assume for convenience constant returns to scale, i.e. a5+ Bs + 22:1 Ysu = 1.
m; s, corresponds to the quantity of intermediate good produced by sector u that is used
for production by firm i in sector s. I' = (’Ysu)(s,u)e[l,sP corresponds to the input-output
matrix.

Let My, = Y5, [ m;,di be the total consumption of intermediate good u by all firms
in all industries. Then, market clearing condition on good s writes: Qs = Y5 4+ M;.

We now introduce a policy experiment, that allows us to measure the effect of the
policy treatment in each industry s by comparing treated and untreated firms within
each industry. The following proposition shows how to extend the methodology in our
baseline case to this more realistic market structure.

Proposition 6 (Input-output Linkages). Denote ¢7 the linkage-adjusted industry share, the
st element of the vector defined by (I — 1“)*1 ¢, with ¢ being the vector of input shares in final

production, and T the input-output matrix (so (I — I’)_1 is the Leontieff inverse). a* =Y s a5y

Y

is the linkage-adjusted capital share. Define aggregate TFP in this economy as TFP = .

1. For each industry s, we can estimate the following industry-specific statistics:

Apir(s) = E <10g (%> T, =1,i € s) —E (log (—P”y”) T, =0,i € s)
kit kit
A/\a%(s) = Var (log <%) T, =1,i € s) — Var (10g (szit) IT; = 0,i € S)

it it

A/O';(S) = Cov (log (pzyit) ,zip| Ty =1,i € s) — Cov <log (PZ:Vit) ,zit|Ti =0,i € s)
it it
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2. The aggregate effect of extending the treatment to all firms in the economy is:

o DC*(l —|—€) DCSCP: v 1 0 > v
AlogY = T ) ( Au-(s) + 218, (zstUT(s) 2AU’ZT(S)>>

(X* " (X*
*

Alog TFP = ——ZKS (1+ ] 99 ) Ao2(s )—%varxs (W))
+a2(“%—m)ﬁﬂmw e (a.8070) — 240 )

KO . . o
where x5 = % is the capital share of sector s in the initial economy and

wari, (B(5)) = Lo (g (5))? = (Lo e ()

Proof. See appendix A.7. O

The output formula is similar to the formula obtained in our baseline model in Sec-
tion 2. Extending the treatment to all firms in the economy leads to a change in ag-
gregate output that corresponds to a simple weighted average of industry-level changes
in output inferred from the experiment. This is because the Cobb-Douglas aggregation

framework shuts down reallocation across industries. Industry weights in the output ag-

gregation formula are given by — 2:0¢ 5o that the effect of the policy on large and capital
intensive industries (for which the distortionary effect is larger) accounts for a greater
share of variations in total output. The TFP formula has three terms. The first term is
close to a weighted average of the baseline TFP formulas for each industry. Industry
weights are given by the capital share of each sector. The second term is the effect of
capital reallocation across industries: an increase in cross-industry distortions reduces
aggregate productivity. When the treatment is homogeneous across industries, this term
is 0. Finally, the last term measures the TFP gains that arise when the policy treat-
ment leads to an increase in output in industries that had “too little capital” before the
treatment (i.e. industries for which as¢; /a™ > ;.

Input-output linkages appear in this formula in the modified capital share a* =
Y s as¢; . To develop intuitions on input-output linkages, consider a simplified version of
the model where a5 = &, Bs = &, ; = 0 and Os = O, so that the treatment effects are the
same across industries. The aggregation formulas simplify to:

_a*(14e€) — 1 6 you N e
AIOgY—W( A]/lf‘f‘zl_e(le(TT ZA(TZT>)

tx* 0‘9 —
= —— 2
Alog TFP > (1-|—1_0> Aoz
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The only difference with our baseline formula in Section 3 is the use of a* = a X
1/ (I -T)"' ¢, which is the capital share adjusted for input-output effects. a* typically

*

depends on the shape of the IO matrix. Intuitively, a* is larger when large ¢ sectors

are also sectors intensively used in intermediate production, which results in a larger

aggregate effect in our counterfactual.'”.

5.5 Heterogeneous Mark-ups

In this section, we explore the role played by heterogeneous markups in our aggregate
counterfactual. To that end, we consider a simple nested CES framework. There are S
industries. Each industry s may operate under parameters ®;. Industry output Y is
produced by combining intermediate inputs y;; with a CES technology:

The elasticity of substitution 6s is industry-specific and implies industry-specific
markups. To simplify the exposition, we assume a constant capital share a across in-
dustries:

o 1l—n
islz’s

Yis = e“sk

The final good Y is produced by combining industry output Y; using a CES technol-
ogy:
s ¥ S
Y = (Z)@Yslp) , with szzl
k=1 s=1
When ¢ = 0, the intermediate input shares are fixed. As a result, heterogeneous
markups across industries are not distortive for industry input allocation (this is the
setting of Section 6). When ¢ # 0, however, intermediate input shares are no longer
constant and heterogeneous markups across industries create additional misallocation.
In this setting, we consider again the case of industry-specific experiments, where
a random subset of firms in each industry receives an industry-specific treatment. The
next proposition shows how to aggregate the results from such an experimental setting:

Proposition 7. In this nested CES framework, the assumptions in Proposition 2 are satisfied.

As a result, the joint distribution of z and log(1 + ) in industry s does not depend on w nor on

19A simple way to view this is to further assume that I' = %]. In this case, a* = ﬁ As the share of
intermediate goods increase, the apparent capital share blows up because of network effects. For instance,
assuming 7y = .5 and a full IO matrix, the IO-adjusted TFP effect would be multiplied by 2 compared to

the baseline.
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(Ysr)srep,s)- The aggregation exercise can be estimated through the following steps:

1. Use the experimental data to estimate industry-level treatment effects:

Aur(s) = <10g (PZZ&) T, =1,s; :s) — (log <pltilt) |T; =0,s; = s)

A/\a%( ) = Var (log <sz1t) |T; =1,s; = s> Var (log (P;{ﬂ%t) |T; =0,s; = s)
it it

A/O';(S) = Cov (log (pzyit) czig| T = 1,5 = s) — Cov <log (pzyit) ,zit|Ti = 0,5 = s)
it it

2. Extending industry-level treatments to all firms in the industry lead to a change in aggqre-
gate output:

Alog(v) = 1) i’ys {—A/V;E) +% (1 %9 ) (—24052(5) +WA%)}

1
(1) @+ eyour,, (8:05))

b i(’)’s_ls) [—Ayr( (

)

) ZA(TZT ) + aAd2(s))

Bs7s

040
where v = D% is the industry share of revenue. 1; = TR the mark-up weighted

Poy0

— 2 ——\2
industry share. var,,, (AVT(S)> Yo ws (AyT( )> — (2;5:1 wSAyT(s)> is the vari-
ance of industry treatment effects, weighted by industry weights ws € {7s, s}

Proof. See Appendix A.8. O

To build intuition, consider first the case where markups are constant across indus-
tries: s = 0. This implies: s = 1. The aggregation formula for output simplifies

to:

Alog(Y) = (11‘{;206 é% {_@) —i—% (%) ( ZA?ZT(\S) +0¢A§ﬁ)
%1“_1/)1[] 1 - gy1te) [Var% (Ajf(\)ﬂ
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The first line in the previous equation mimics the formula in our baseline model (8),
except that the sufficient statistics are replaced with their sales-weighted averages. The
second line corresponds to a reallocation effect. It is 0 when the final good aggregator is
Cobb-Douglas (i = 0). When the elasticity of substitution across industries is less than
one 1 < 0, industry goods are complements in the production of the final good and a
policy treatment that increases the variance of wedges across industries hurts aggregate
output.

The formula in Proposition 7 contains two additional reallocation terms that capture
the effect of heterogeneous markups across industries. First, the treatment effect of in-
dustries where 6; < ) ¢ 057y —i.e. industries whose mark-ups are larger than average —
gets more weight on the final output effect (third term in output aggregation formula in
Proposition 7). The final term in the formula in Proposition 7 is another cross-industry
reallocation effect that arises because of heterogeneous markups. If the treatment effect
is heterogeneous across industries, it creates misallocation (the var,, (A?T(\s)> term).
However, this effect is mitigated if this heterogeneity is concentrated in high mark-up
(low 0s) sectors. This is because these sectors’” output respond less strongly to the treat-

ment.

5.6 CES Production Function

We show in this section how to extend our methodology beyond the case of Cobb-
Douglas production function. We keep the same market structure as in Section 2 (no
industry, CES aggregation across intermediary input producers). However, we now

consider a CES production function:
1
Y = et (ockft +(1- oc)kft) P (12)

p = 0 corresponds to the Cobb-Douglas case of Section 2. Recent finding in the literature
suggests, however, that the firm-level elasticity of substitution between labor and capital
is less than 1 (e.g., Oberfield and Raval (2014) report a plant-level elasticity of about .5,
orp~ —1).

The following proposition summarizes the methodology for computing aggregate
counterfactuals in this case. Appendix A.9 provides the detailed proofs.

Proposition 8 (CES Production Function). When production is CES, the aggregation exercise
proceeds in four steps:
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1. Estimate the following three sufficient statistics from the experimental data:

o)1) o))
1)) ()
5o ) o ()

where st is the firm-level labor share and sX the firm-level capital share.

2. Assume that the policy experiments is repeated in a cross-section of economy c — for instance
across local labor markets in a country. Then, estimate two additional sufficient statistics,
B and vy, that characterize how treated firms’ log capital wedges respond to variations in
wages across these economies. For firm i, in economy c, B and -y are defined in the following

way:

0 —
log ( “) = cst + Blogwe + y(logwe)? + u;e
sk

1c

Estimating B and <y requires exogenous variations in wage w across economies.

3. Compute the additional parameter a = % where s is the average labor share in the cross-

section. and note b = 1 — a.

4. Generalizing the policy treatment to all firms in the economy then leads to a change in

aggregate output of:
AlogY = AAj + BAo2 + CAv + D(An)?

where A, B, C and D are known functions of a,b, B, 7y, as well as 6, € and p. These functions
are reported in Appendix A.9

The first order version of the above formula is simpler and allows to build intuition:

—

1—5 1 6 — sk
AlogY = —— 0 - <e+—) AEIog( Kl)
s_+[3(1_%> 1—p !
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The equivalent first-order formula in the Cobb-Douglas framework is (Equation 8):

1-% Py
—— % (1+¢€)AElog (k—’)

[4

This CES production case requires three adjustments to the Cobb-Douglas production
case. First, and most importantly, distortions are now affected by the general equilibrium
of the economy, which is captured at the first-order through the sufficient statistics B.
measures the extent to which the average capital wedge is affected by the equilibrium
wage. Proposition 2 has established that with Cobb-Douglas p = 0, but this does not
have to be with CES production. We show in Appendix A.9 that wedges do not depend
Y, even with CES production, so that at the first-order,  is the only additional sufficient
statistics to estimate relative to the baseline case. Of course, estimating B (and v, the
corresponding second-order term) is an empirical challenge. However, in a simple sim-
ulation exercise presented in Appendix 1, the precision loss that results from omitting
and 7 in the aggregation formula appear limited (Figure A.1 and A.2).

Second, with CES production and a less-than-one elasticity of substitution between
labor and capital (p < 0), general equilibrium effects leads to a greater dampening of
the effects observed in the experimental data. Intuitively, labor cannot be substituted
with capital as easily, so that a relaxation of capital frictions has a lower effect in general
equilibrium for p < 0 than p = 0. This effect corresponds to € + ﬁ < 1+ € in the above
formula. Third, wedges cannot be computed using the sales to capital ratio as in the

Cobb-Douglas case: instead, we can uses input shares to measure distortions.

5.7 Additional Results

In Appendix B, we explore additional extensions to our baseline framework. We do not
report them in the main text for the sake of brevity. The first extension (Appendix B.1)
shows formulas for aggregating treatments designed to increase firm-level productivity
(as in, e.g., Bloom et al. (2013a),Bloom et al. (2013b)). Aggregating these experimental
evidence is not trivial if firms face capital frictions, as these frictions may interact with the
shift in the productivity distribution triggered by the generalization of the experiment.
Our framework allows to take these effects into account in a simple way, for the set of
frictions described in section 2. This extension highlights in particular that statistics on
productivity are not the only ones that empirical researchers should collect, even in an
environment where the only exogenous change is on productivity. Instead, sufficient

statistics on capital wedges, and their correlation with changes in productivity, need to
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be estimated.

A second extension (Appendix B.2) simply explores the effect of decreasing returns
to scale and allows for potentially perfect competition. A third extension (Appendix
B.3) proposes formulas that do not rest on the fact that wedges are small. These for-
mulas invoke different sufficient statistics, that are easy to compute, but less robust to
heteroskedasticity in productivity shocks, which we have not modeled in our framework.

The last two extensions (Appendix B.4 and B.5) introduce labor distortions in our
baseline framework. In Appendix B.4, we consider labor distortions represented by ex-
ogenous wedges on wage (e.g, because of firm-specific payroll taxes). In this case, the
aggregation requires to estimate more than the usual statistics on capital wedges: the co-
variance between labor and capital wedges becomes an important statistic to inform the
aggregate counterfactual. Appendix B.5 provides a micro-foundation for labor wedges
through binding firm-level minimum wages on unskilled labor. In this case, the aggre-

gation requires to estimate how capital wedges interact with firm-level minimum wages.

6 Illustrations

In this section, we explain in more detail how our methodology can be applied in practice
to two recent papers that investigate the causal effect of distortions on firm behavior

using plausibly exogenous variations in policy.

6.1 Reforming Debt Enforcement

Our first illustration is Ponticelli and Alencar (2016). They study the effect of court
enforcement on the availability of credit to firm-level investment, employment and sales
growth. In a nutshell, the paper runs the following type of regression, where i is an

index for firms and j for a municipality:

Ayij = BT + €; (13)

backlog]»

where T; = log is a measure of city-level bankruptcy court congestion. Ay;;

judge:;

is the change of firm-]level activity (log employment for instance) around a national
bankruptcy reform that Brazil adopted in 2005. The identification strategy rests on the
idea that the reform should have a smaller effect on firms located in cities where courts
are congested. We would therefore expect f to be negative when y;; measures corporate

investment, as firms benefiting from better debt enforcement benefit from easier access
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to credit. This is indeed what the paper finds in its Table IIL

Our methodology allows us to estimate the aggregate effect of the reform on TFP and
output in all of Brazil. Doing this directly using aggregate data would be impossible, as
an aggregate shock may have hit Brazil in 2005, confounding the effect of the reform. The
cross-sectional approach in equation (13) helps with this as it rests on the comparison
between cities and therefore filters out aggregate shocks. Note that, under the paper’s
identifying assumption, the treatment exposure v; is uncorrelated with city-level exposure
to the potential aggregate productivity shock that may have hit Brazil at the same time.

This setting constitutes a direct application of Section 5.3. In a first step, the
paper’s firm-level data (a large and representative survey of privately-held Brazilian
firms) can be used to calculate the change the wedge distribution around the re-
form. For each firm i at date ¢, the log capital wedge is computed as the log ra-
tio of sales to physical assets (net book value of Property, Plants and Equipment), or
log(1+ ;) = log %ﬁilf With calibrated capital shares «, log TFP can be computed
as z; = ylogsales; — alogPPE; — (1 — a)logEmp,,. Within each municipality-year,
we then compute (1) the empirical mean of log(1 + T;;), (2) the empirical variance of
log(1 + 7;;) and (3) the empirical covariance between log(1 + 7;;) and z;;. We then com-
pute the average of these three statistics within city and across years, separately before
and after the treatment, and differentiate, following the exact same procedure as Pon-
ticelli and Alencar (2016) in order to have just one observation per city. We note these
three statistics Apr j, AO'%]- and Ao .

We can then redefine v; = max]-{Tj} — Tj. v; is an increasing measure of exposure
to the reform and for the least exposed group, v; = 0, as in Section 5.3. To get to
the effect of the reform on aggregate TFP and output, we are therefore assuming that
the reform has no effect on the city with the highest level of backlog. Equipped with
measure of exposure, we can directly apply the methodology of Section 5.3 and estimate

the following regressions:

Apirj = Avj+ Ay(v))* + €]
AO'%]. = A3v]- + A4(U]')2 + 6]2-
AUZT,]‘ = A5U]' + A6(U]‘)2 —+ 6?
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which lead us to the three sufficient statistics needed in Proposition 5:

Ap=(j) = Arvj + As(v))?
Ac3(j) = Asvj + Ay(v))?
AO’ZT(j> = A5U]' + ;1\6(1}])2
Combined with these estimates, the formulas in Proposition 5 would provide us with
estimates of the effect of the reform on aggregate TFP and output. In particular, we can
quantify these aggregate counterfactuals without specifying precisely how better debt
enforcement affects the financing constraint M(), the interest rate function (), or the
survival set Z(). All that we require is that these functions satisfy the assumptions of
Proposition 2. Another practical advantage of this method is that we can easily obtain
confidence bounds on the aggregate impact, through bootstrapping on the firm-level
data set. Relative to a fully structural approach, however, the drawback of our method-
ology is that we require that the change in firm-level outcomes can be observed over a
sufficiently long sample so that the estimated Ay ;, AO'%]- and Ao, corresponds to the
steady-state changes in these outcomes.

6.2 Corporate taxes and economic activity

Our methodology can be also be applied directly to the empirical study of Giroud and
Rauh (2016). In this paper, the authors estimate the effect of corporate income tax on cor-
porate outcomes using plant-level U.S. census data and plausibly exogenous variations
of plant-level state income tax rates. These variations come mostly from from variation
in state-level corporate taxes interacted with the legal form of the firms to which the
establishment belongs (S vs. C-corp). 2° This setting allows them to control for a host of
fixed effects (firm-level, state-level, etc.).

Their main regression specification is in spirit similar to, for plant p, belonging to
firms i at date ¢:

Yipt = Btit + Xipt + €ipt

where t;; is the firm-level corporate income tax rate, X;,; are the controls including
fixed effects and €ipt 18 the residual, which, conditional on controls, is assumed to be
uncorrelated with the tax rate (the identifying assumption).

This empirical setting can be combined with our baseline formulas from Proposition

20The paper also uses variations arising through apportionment rules that compute an effective tax rate
using sales and employment weights across states.
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1 to compute the aggregate effect on output and TFP of increasing the corporate income
tax rate from 0% to, say, 20%. Since this is a homogeneous treatment, the baseline for-
mulas of proposition 1 can be used in a two-step approach. First, the sufficient statistics
of proposition 1 can be estimated using the Annual Survey of Manufacture (used in the
paper). For each plant p, in firm i at date ¢, the log capital wedge is computed as the log

sales;;
Capital, ,,

ratio of shipments to capital stock, or log(1 + T;¢) = log . Log TFP can be com-
puted through z;,; = logShipment;, — alog(Capital,,,) — (1 — «) log(# Employees,, ).

Second, three plant-level regressions need to be estimated:

log (1 + Tipt) = Brtit + v Xipt + €1,ipt
— 2
(log(l + Tipt) - lOg(l + Tipt)) = IBTZtit + ’)’/Xipt + €2,ipt

Zipt (108(1 + Tipt) —log(1+ Tipt)) = Partit + ')’/Xipt + €3,ipt

where log(1 + Tj) = ,B:tit + ¥ Xyt is the predicted value from the first regression.
These regression coefficients provide us with the three key statistics needed to imple-
ment the baseline formulas:

A/\yT:.ZxB;
E\O'%:.leg;z

A0y = 2 X e

which measure the effect on the distribution of wedges of raising the tax rate from 0 to
20%. Of course, this implementation assumes the effect on first and second moments are
linear in t. If the researcher does not believe in such linearity, she can easily implement
a less parametric approach (through running non-parametric regressions instead of the
linear ones above).

These three sufficient statistics (A/\,uf, A/\U% and Erz\f) can then be plugged into the
baseline aggregation formulas of Proposition 1 to estimate the aggregate TFP and out-
put effect of increasing corporate income tax rates from 0% to 20%. This methodology
accounts for general equilibrium effects, but also allows taxes to interact with other
frictions such as adjustment costs or financing costs, in a potentially flexible way, with-
out explicitly modeling and estimating these frictions. For instance, it may be argued
that taxes, because their impair the ability of firms to hoard equity, indirectly tighten
tinancing constraints (Davila and Hébert, 2018). This effect is accounted for provided
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financing constraints satisfy the homogeneity assumptions in Proposition 2. Note also
that it is easy to estimate confidence intervals for these macroeconomic variables through

bootstrapping on the base sample —i.e. before running the three regressions on wedges.

7 Conclusion

This paper develops a simple sufficient statistics framework to aggregate well-identified
tirm-level evidence of policy experiments aiming to reduce frictions faced by firms. The
methodology proceeds in two steps: (1) using firm-level data, the econometrician es-
timates the treatment effect of the policy on moments of the joint distribution of pro-
ductivity, and capital wedges (2) these treatment effects are applied to all firms in a
general equilibrium model of firm dynamics with real frictions, financial frictions and
taxes. Our approach yields simple aggregation formula, that can easily be estimated
in quasi-)experimental settings. These formula can easily be extended to more com-
plex economies (e.g, allowing decreasing returns to scale or heterogeneous industries)
or partial aggregation exercises where all firms do not receive the treatment.

While variants of this methodology have been used in recent applied work, our paper
explicits a set of conditions under which such an approach is valid: (1) intermediate in-
puts are combined with (nests of) CES aggregators (2) production takes place according
to a Cobb-Douglas technology combining labor and capital (3) capital adjustment costs,
financing frictions and taxes satisfy an homogeneity condition. While these assumptions
may appear restrictive, they are satisfied by a large class of models commonly used in
the macro-finance literature.
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Figure 1: Normal probability plot of log-MRPK for firms in Amadeus
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Source: BvD AMADEUS Financials, 2014. Note: This figure shows normal probability
plots for 6 OECD countries (France, Spain, Italy, Portugal, Romania and Sweden) for the
distribution of log-MRPK. Log-MRPK is computed as the ratio of value added (operating
revenue minus materials) and total fixed assets.
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APPENDIX (FOR ONLINE PUBLICATION)

A0



A Proofs

A1 Derivation of output and TFP

Let us begin with the output formula. We start from the three equations:
9(1 _ IX) PitYit —w
lit

ou 1T — R(1+ )
it

PitYit = Yl*eeez”k?f‘l?t(l_a)

Among these equations, the first one is the FOC in labor (assumed frictionless). The second and third
ones are definitions. The second equation is the definition of the capital wedge T;;. The third equation is
the definition of output (monopolistic competition with CES aggregation and Cobb Douglas production).
Injecting the top two equations into the last one, we obtain:

af 1
e (a8 \TF [(1—a)f) T
Y = Y —0 — _—_—
pirdin = 1 (R(1 + Tz‘t)) ( w )

Exploiting the fact that Y = [ p;y;;di, this leads to:
1 0 (1;\('9)9 0z; 0 %
=) T ()
w R(1+7)

hence the market clearing wage is given by:

The labor market equilibrium writes:

L:/litdioc/wdicxz
w w

Combined with the aggregate labor supply curve L o w¢, the labor market clearing condition writes:

Y w1+€

which, combined with the expression for the market clearing wage gives the formula for output.

Let us now move to the TFP formula. First, note that:

()" ()

Given the labor market equilibrium written above, % « w. So we need to compute %
The aggregate capital stock is given by:

Al



(1-)0 6z
K= /ktdz o</ plty't dz <1> o /Ldi
1 [
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We then inject expression for % and % into the TFP formula and obtain:

927# —
TFP o (1= (1+15) /L‘wdi
(1+ )10

which after injecting the expression for w, leads to the TFP formula.

A.2 Proof of Proposition 1

First, note y = [E[t], 02 = Var[t] and 0z = Cov(z, 7). Since the distribution of wedges is a function of ®
and the aggregate equilibrium (w, Y), so are these moments. However, to save on notations, we omit for
now this dependence.

We start with aggregate production (3). F(z,7;0,w,Y) is the ergodic distribution of (z, T) for a firm
with structural parameters ® and facing a wage w on the labor market and total output Y:

1-— ' e* =
logY = (1 +€)ﬁlog (/ = (W) dF(z,*r;G),w,Y))

Note é; = log(1+7) — pr, and u = % (z — adr). Then:

g ez 1-0
- . — Hrtu
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As a result, at the second-order:

= 2
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which leads to the result. Computation of the TFP formula follows the same logic.

A.3 Proof of Proposition 2

Remember that cash-flows to equity (net of equity issuance costs) are given by the following formula:

17
o 11—« ol 1—
% = ST a) ( J(r a —)Z))(P) s Te Z”k¢ (kies1 — (1= 8)kit) — T (zit, xit; ©, wy, Yr)
bit 1
—b - its /0/ /Y _C 7 /G)/ /Y/
(T — ) ~ TG0, ) = C(z,0,0,Y)
where S; = % By combining the different assumptions in Proposition 2, we get that:
g - DY g p p g
a(l—¢)
wy

_ @ (1—a)p \ = oz (kN7 kien kit
= 5f(a+(1a>¢<a+(1«>¢> et (gr) - Gt -a-agh

h1t+]
X S bis Xit Xit
—T(z4,22:0,1,1 L P =Tz, 22L:0,1,1) — C(zi, 225 0,1, 1
<Z1t S; )+ (1—!—7(2”, %’:;@,1,1) St) (th S; ) (th S; )

Therefore, e(z;, xi; ©, wy, Yi) = Sie(zj, ’g—lt’f ;0,1,1). We now consider the steady-state of this economy:

w; = Wiy = w and Y; = Y1 = Y. The Bellman equation 2 becomes:

V(K b;0e,wY
maxe(z,x;0,w,Y) + E.[V(Z, w,Y)|z]
V(z,k,b;®,w,Y)=| KV T+r¢
M(z,x;,0,w,Y) <0

Let T be the Bellman operator defined in the paper in equation (2). Consider the set of functions F
such that for all (z,k,b;0,w,Y), f(z,k,b;®,w,Y) =S x f(z, ]g, g,@ 1,1). If f € F, then Bf € F:

E., /’kf/rb*l/'@/l/l
max S X <e(z,x;®,1,1)+ 2[f(z i S )Z]>
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rr}a?<{e( /g kg g Z; @ 1 1) z[f( /i/ 5 )|Z]
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T’ orer e <
Mz 5 555011 <0
k b E., K Y-e.1.1
“}aﬁ{e(z,s,k 5 V30,11 + z[f(z,l, 0,1, )IZ]}
= SX Kb +r¢
M(Zkk’éb’®11)<o
’SI /S/ 7 7 Ls

Since the contraction mapping theorem applies and F is a compact space, this implies that the value
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function V also belongs to F:

V() b;®,w,Y) = S x V(z,%, .0,1,1).

0Nl s

The previous equations also show that, in an economy with scale (w, Y), if (k/,b’) are the optimal policies

for a firm with state variable (z,k, b), then (kg/, %/) are the optimal policies for a firm with state variables
(z, %, %) and in the economy with scale (w = 1, Y = 1). As a result, the ergodic distribution of % in the

economy (w, Y is equal to the ergodic distribution of k in the economy (1,1).

Remember that, by definition in the steady-state, capital wedges are equal to:

ab  piryir 70 [ <kit>¢
1 i — — w ~it =
) = S ke @i —op 19 s

Since the ergodic distribution of (%) in the economy (w, Y) is the same as the ergodic distribution of
k in the economy (1,1) and since the distribution of z is independent of (w,Y), this implies that, in the
steady state, the distribution of wedges 7;; does not depend on (w, Y) and can be written G(7;; ®).

A4 Proof of Proposition 3

Let the productivity of each be the sum of two terms:

*
Zit + Z;

where z;; is the same Markovian process as in the baseline model, while z; is the fixed component, which
differs across firms.

In this case, cash-flows to equity holders are:

0 _x
T—07%i

ejt = ¢€ (zit + Z;’k/ Xit, ®/ w, Y) =e e (Zit/ fit/‘ ®/ w, Y) (14)

where %;; = ( ];” = kiéﬂ* / ﬁ T b'}ﬁ“* ) . This property rests on the homogeneity assumptions 7, as well

eT-0% oT-0% ¢1-0% eI1—0%
as the multiplicativity of the Cobb-Douglas production function.
0 _x
A consequence of this property is that the entire dynamic firm problem can be scaled by eT-#% .
Therefore, employment, capital and sales are all proportional to the same optimal policies of a firms with

zi = 0, scaled by eT59% . This is summarized in the following Lemma:

Lemma 1. Optimal policies are given by:

0 %~
0

kzt — e1-9 zkl-t
0 %~
0

lip = eT0% Iy
O %

pyir = e1-07 py;,

where the terms with a tilde correpond to the optimal policies of firms with z; = 0 — the case investigated in the
baseline model.
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Proof. The proof is similar to the proof of proposition 2 discussed in Appendix A.3. We first show that
the scaling property of ¢() in Equation 14 carries over to the value function, so that for any state variables
(z* +2,k,b):

V(z* 42,k b;0,w,Y) = e%Z*V(z, kb;0,w,Y)

and (k,b) correspond to the optimal policies of the dynamic program in the baseline model (Program 2,
without long-term heterogeneity). O

Lemma 1 directly implies that wedges (%t"’) are independent of productivity level z7. Hence, Proposi-
tion 2 holds even in the presence of a fixed, firm-specific, component of firm productivity and our sufficient
statistics on the moments of the distribution of empirical wedges are independent of the distribution of
z;’s.

Aggregation formulas and sufficient statistics are unchanged. We only do the proof for output here.
Proof for TFP follows the same logic. Start from firm-level sales (omiting time subscript):

* .
G(ijgzl) - 19_0‘9 log(1 + 7))

— .
=v; +v;

Y
PilYi & gy €
w 1-0

where v} = fi and v; = 125 (z; — alog(1+ 1))

Aggregating the above expression, after injection of the labor market clearing condition Y « w!*€, we
obtain:

(14+¢€)(1-0)

o8 Y = 51 —a)

log / e tPidi 4 cst

Since v} and v; are independent, this is equivalent to:

14 1-0) [ (410 [
logY = 80— a) log/e di + 80— a) log/e di + cst

log output without heterogeneity

Since the treatment does not affect the distribution of v}, we can differentiate the last expression between
the economy with no treatment and the first term drops. The effect of generalizing the treatment is
therefore the same as in the absence of constant heterogeneity of productivity across firms and our baseline
formula applies.

A.5 Proof of Proposition 4

Output Formula Sales are given by:

0z; B O
1-0 1-6

Y .
PiYi X —ga=g € '

w 1-0

log(1+ ;)
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and group-level sales:

. Y 0 1
/ies piyidi o« —=T /ies elidi
w 1-0 < ,

—em(s)

1-6
Aggregating these group-level sales imply that: w o (Zs em(s)]) =0 Combined with aggregate labor

1+€

supply Y o« w" ¢, this implies:

(14+¢€)(1
longe(—log Ze + cst
Define 7 as the sales share of group s in the actual economy:

_ fies p?y?di _ eo(s)

s YO ZS, emo(sl)

The difference in log output between an economy where all firms receive the treatment and the initial
economy where no firms receive the treatment is given by:

AlogY = W [10g (;emo(S)JrAm(S)) —log (;emo(s)>] )

where Am(s) = m(s) — mg(s). We now assume that Am(s) < 1 so that, at the second-order:

AlogY ~ W log (1 + Y vsAm(s) + % Z'ys(Am(s))2>
~ (1;(6 (Z%Am + 1Var%(Am( ))) ,

where var., (Am(s)) = Y s (Am(s))2 — (L ysAm(s))?.
We now need to compute Am(s). We assume small deviation of v; = 19%"9 1 %5 log(1 4 7;) around its
mean. Assuming the treatment does not affect the distribution of log productivities, we obtain:

Am(s) = Alog | e"idi

~ AE[o(s)] + %Avar(v(s))

B (ot 12 et - 200209)

which we plug back into the output formula and obtain:
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alog(y) = Ly (_A],tf(s) +s (1 0 9) (—200.1(5) +aAa$(s))>

%(11416030( <19_0(9> var., (Ap<(s))

_|_

TFP Formula

Start from:

K Y
log TFP = —alog? +(1—a) logz

K
= —uclog? + (1 —a)logw + cst

We know that the labor supply curve is such that: L o« w®. Equilibrium in the labor market implies:
Y « wL. Therefore, w « Yllﬁ. To get the first term, we start from capital demand:

0z; (1 —a) {

piyi Y e
k‘ == 9 i
RO C e

Aggregating over the entire economy, we obtain:

K 1
Y & 0(1—a) Zen(s)
w 1-0 S

where n(s) = log [, e"di.
We can therefore write TEP as:

Oa(1—a)
log TFP = —alog (;en(s)> + <19 +1- zx> log w

O 1
leogis "+ (1 zx)(l 6+1>1 elOgY

. . . - s kodi
Define s as the capital share of group s in the original economy: x; = / i - = Zf";zs,)
We exploit the facts that:

A10g23”(5> ~ ) KAn(s) + %varKsAn(s),
s s

where var,, (An(s)) = ¥, ks(An(s))? — (L ksAn(s))?. Additionally:

An(s) ~ (1 + 19_‘"9> (—AyT(S) +3 (1 + 19_‘"0) A2(s) — &AUH(SQ
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which leads to the formula for TFP:

Alog(TFP) = ( el 9> ks A

A.6 Proof of Proposition 5

Output Formula

The beginning of the proof is similar to the proof in Appendix A.5. In the initial steady-state, sales are

given by:
0z; Ou
1—16 10 log(1+T,)
PiYi 6w ¢ o
wo 1-0
and group-level sales:
. 0 o
/ pi]/idl (e W/ evlidi
i€s = i€s
0 N —

:ng(S)

1-0
Aggregating these group-level sales imply that: wy o <ZS emO(s)]) ‘0= Combined with aggregate
labor supply Yp o wo+€ this implies:

logYp = W log (Zem0(5)> + cst

Define 7s as the sales share of group s in the initial steady-state:

_ fiES ply,dl _ emO(S)
s YO o ZS/ emo(s’)

Similarly, in the post-reform steady-state, after input optimization, sales are given by:

921' O
1-60 1-6

10g(1 + Tl)
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so that group-level sales become:

. Yl 0 .

/ piyidzmiga_u)zlfe/ elidi
€8 I 1€58

Wy —

:eml(s)

which implies the following expression for aggregate output Y :

logY; = (1 _(I;(i)ﬁlzx; %) <1 3 5 log(Z) + log (Zeml(s)>> + cst,

where my(s) = [, e”idi in the post-reform steady-state and Z is the confounding, unexpected, aggregate

productivity shifter that occurs around the reform. The difference in log output between steady-state 0
and steady-state 1 that can be attributed to the reform corresponds to:

Abgyz<1;g{t;“[mg<gywmwﬂmw>_kg<gymwvl,

where Am(s) = my(s) —mp(s) and the unexpected aggregate productivity shock Z has been removed. We
now assume that Am(s) < 1 so that, at the second-order:

AlogY ~ W log (1 + ;'ysAm(s) + % ;'ys(Am(s))2>

~ (1;(6 (Z%Am + 1var%(Am( ))) ’

where var,, (Am(s)) = ¥ vs(Am(s))? — (L YsAm(s))?.

We now estimate Ari(s) in the natural experiment:
Am(s) = log (/1631 e”idi) —log (/iES,O e“di)
~ E[o(s)]1] ~ E[o(5)[0] + 5 (var (o(s) 1) — var (o(5)[0))
_ (19_‘"9) <—AyT(s) b2 (wbo(s) - ZAUZT(S)>> ,

where Apr(s) = pc(O1(s)) — iz (Op), Aoz (s) = 07(O1(s)) — 07 (Bp) and Aoz (s) = 021 (O1(s)) — o2r (Op).
Remember that for group s, the change in structural parameters is proportional to the aggregate

change in structural parameters from the reform and the coefficient of proportionality is v;:
A . reform
01(j) = Qg + v;.dO

As a result, since d@™r™ <« 1 we can write:

1
Apic(s) & 0s (Wf(o) : d@reform) + E(vs)2 ((d@reform)TlHyT(@(0))d@reform)
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Therefore, consider the following quadratic regression of changes in log-sales to capital ratio on v;, the
exposure of group j to the aggregate reform (i is a firm identifier, s the group it belongs to, 1 correspond
to the post-reform period and 0 to the pre-reform period):

log(F 2154 — log(F2258) = A+ B(v)?
is,1 is,0

Then we naturally obtain that: W) = Avs + Bv2. We can similarly estimate A/(T%E) by computing
the variance of the log-sales to capital ratio for firms in group s after and before the reform, and projecting
the change in this variance on vs and v2. The same logic applies for the covariance of log-capital wedges
and productivity, A?ZT\(S).

Formula for TFP

The proof for the TFP formula combines exactly the logic of proof for the output formula, with the TFP

formula derived in Appendix A.5 and the estimation procedure of @), Ac2(s) and A@) described
above.

A.7 Proof of Proposition 6

Formula for Output

Because there is perfect competition in the final good market, the demand for industry s bundle
coming from the final good market is given by:

Y
9PY = PYs = Yoo o,

s
where we have normalized the price of the final good market to 1 (P = 1).
Perfect competition in the production of industry bundles leads to the following demand curve for

N\ 651
P (qQZZ) = Pis

The first-order condition in the profit of firm 7 in industry s w.r.t. bundles from industry j € [1,S]

product i in industry s:

implies that:

_ 0,
PQi %0574 (9is) ™ = Pymy;

As a result, the total demand for bundle j from firms in industry s simply comes from aggregating the
previous equation across all firms i in industry s:

Gsfys]-Pst = P] /mis]'di,
< —
=M,
where M;; corresponds to the demand for industry j’s bundles coming from industry s.
As a result, the total demand for industry j bundles coming from intermediary inputs, M; = Yo, M;
is simply:
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S
Pij = Zles'YsszQs
s=

Remember that the demand for industry j bundles coming from the final good market is Y; which
satisfies ¢;Y = P;Y;.
As a result, the total demand for industry j bundle is simply given by:

25:1 GS’YsszQs + ij

p;

Qj=M;+Y;=

= PQ; = Z O57siPsQs + ¢;Y

Note X = (657s;) (js)e1,52 P = (Ps)seq,s)r @ = (Qs)seqr,s) and @ = (@s)sef1,s)- © denotes the Hadamard
product of two matrixes and @ the Hadamard division. The previous equation can be rewritten as:

(I-W)PoQ=¢Y = PoQ=((I-N)'¢)Y

Therefore, aggregate sales PsQs in each industry s are proportional to Y, although the coefficient is
industry-specific.
Turning back to the optimisation problem, the labor first order condition for each firm leads to:

Pngfes esﬁs (yis)es = wlj,

Aggregating across firm i in industry s, then across industries leads to:

S
wL = Z 05BsPs Qs
s=1
Note 0 = (6s),cp,5) and B = (Bs)scpr,s), we have:

wL= (00 p) (PoQ) = (00p) ((I-R)'g)Y

1+€

Given that labor supply is given by L° = L (%) , we see directly that: Y o w* "¢, which is the first part of

the equilibrium.

We now need to compute the equilibrium wage. First order conditions in labor, capital, and inputs

are given by:

kis = as0s Pistis

R(1+ 1)
I = ,Bs pls%s
stqzs
Misj = Y505
] T Is]YS pj

We can use the last three equations to compute firm i’s output:

i0
) _ o 9 06395 9 /3595 S r)/ ’YS] s
pisis = € P.Q " (pistis)™ (R(ls-l-sTi)) (%) [1 SJ

j=1

As a result:

All



_Os _Os "/s'gis
Pt —elfsﬂszipllngs< 505 >“sles (ﬁses)ﬁsles S [ ysifs ) T
1sYi1s — S
R(1+ 1) w A

We can aggregate the previous equation across all firms i industry s:

|

7eifs
0s S
0s

[2} — 0,
1 0451,7595 Bs 1= S 0 1-0s . ﬁzi
o () (2 [ (o) ¥
’ ' (

_Us_
j=1 ] 1+ Ti)“s T—0;

=Js

The previous equation implies that the price of industry s bundles is proportional to:

S _ 1-6s
Ps o whs [H (Pj)ﬂrs}‘| Js *

j=1

Taking the logarithm of the previous equation, we get that:

1— 0, 5
log(Ps) = Bslog(w) — o log(Js) + Z Vsj log(Pj) + cst,
j=1

To the second-order, we know that:

1—05

s

1 6
10g(]5) ~ cst+as <_,ur + 51 —595 (0650'% — ZO'ZT>>

Define: log(A) = (ffs (*_a + %1—5‘5 (£fsoef — Zoem)))se[l S

Then, the previous expression lead to the following matrix representation (at the second-order):

log(P) =~ (I —T) ! (Blog(w) —log(A)) + cst

Now, remember that because of Cobb-Douglas aggregation in the final good market, I_If:lP;p * =
II°_,¢¢° = cst. Hence, in log vector terms, we have that: ¢’'logP = cst. Combining this with the above
equation:
¢’ (1-T) 'log(A)

¢’ (1-T)7'p

which since Y o w!*€ leads to the second-order approximation for output:

logw ~ + cst,

¢’ (1-T) 'log(A)
¢’ (I-T)'B
Finally, note that a5 + s = 1 — Y, Ysu, so thata + B = (I = T)E, with E = (1,1,...,1)" € [1,S]. This

implies:

logY = (1+e¢) + cst,

S
¢ I-T)  (a+p)=¢'(I-T) " (I-T)E=¢'E=) ¢ =1

s=1
As a result:
' (I-T)'Bp=1—¢'(I-T) 'a=1—0a",
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where a* is defined in Proposition 6. The rest of the output formula follows directly.

Formula for TFP

First, we show that in an efficient economy with input/output linkages and capital stock K, labor L,
total output is such that: Y* oc K* L17%",

An efficiently allocated economy with capital stock K and labor L is defined by:

max Y = Y s

(ki) (Lis),(Miys) s

L
Y*(K,L) — </q ) Z </Wl1us)/ Gis = eZisk?‘SSZils*“s H meZ‘

u=1

:]m

o

_Qs —Mus
Jro<k W, [<t @

The first-order conditions w.r.t. ks, l;; and m;g, are:

(,bs qls 1-6s _

Y. Q -

E — ﬂ; 1_95 J—
YS (1 DCS) lzs S - ]/l
4)5 qzs 1-0s ()ﬂl
YS Q Ty,

The first-order condition for m;,s; can be written as:

4)u Ql 0y _ (PS

Y, '}’usqm Miys

Aggregate across all firms in industry u:

$u

Y, —YusQu = ﬁ]\/Ius

€

Sum across all industries u:

S

S
Z %')’usQu = %(Qs - Ys)
u=1
Let Y = (Y5)sc[1,5)- The previous equation across all industries s implies the following matrix equation:

(I-T")(¢poQ0Y)=¢p=¢poQoY=(1-T")""¢

Aggregate the first-order condition w.r.t. kj; and I;; across all firms in industry s:

=AKs; and (1 —as) (P“;Qs
S

w B

Sum the previous equations across all industries s, in matrix form:

:l’lLS

M =a'(I-T)lp=¢'(I-T) 'a=a" and puL=(1—a")

Now, we derive g;; by combining all the first-order conditions:

Al3



1 Ysu
s (Ps) 165 - 95 (ﬁs) 1= 95 (')’quu> 105
.= el-06s L _
ne=e (£)7 0 ()7 (8 n 2

1-6s
0s .
Define Z; = ( J;eme Z’S) . Aggregating across all firms in the industry implies (after taking the

() () )

Define log (Z) = (108(Zs))scp,5) log (Y) = (10g(Ys))sc(,5) 108 (¢) = (log(¢s))scpr,g)- The previous
equations implies across industries s imply the following matrix equation:

power 65 leads to:

(I-T)log (Y) = (I-T)log(¢) +log (Z) +aolog («) + polog (B) —alog(A) — Blog(n)

Remember that: AK = a* and uL = (1 — a*). Therefore, define alog (a) = (aslog(as))
Blog (B) = (Bs1og(Bs))scpy )

sef1,5) and

(I-T)log(Y) =(I—T)log(¢) +1log(Z) + alog(K)+ (1 — a)log(L) + cst,

where cst depends on the model’s parameters and is independent of (K, L). Remember that total output
is such that:

log(Y) = ¢'log (Y)

The last two equations imply that total output in the efficient economy is given by:
log(Y*(K,L)) = cst + ¢'(I —T)1log (Z) + a* log(K) + (1 — a*)log(L),

where cst does not depend on (K, L). Therefore, as in our baseline case, we define aggregate TFP: as
Y = TFP x K¥ L', which corresponds to the output loss experienced in the actal economy relative to
the efficient economy with the same amount of aggregate capital and labor than the actual economy.

We start with the following expression:

log TFP = —a* log% —(1- a*)logé

We start with the labor term. Knowing that wLs = as8;PsQs and that P;Qs are fixed fractions of Y, we
obtain that £ is proportional fo , hence, given our final derivation for log output:
L ¢’ (I—T") log(A)

log?:— T + cst

We note ¢} the s'* element of (I — 1")_1 ¢, as the linkage-adjusted industry share. Then:

sPs bs
Alogé --y (1“47a*> <_A;4T(s) + %1 0 (zsta%(s) - ZAUZT(S))>

S

We now compute the second-term. Start with the fact that:
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We need to calculate K. Note that:

P, eT-05 %
Pisqis = S]QS
s (1 + Tt) 05
so that capital demand is given by:
T Zi
kis = O PsQs e

so that the industry level capital stock is:

0s
P T
&:@%5@/) i
( ey

Using the fact that Po Q = ((I — X)"1¢) Y, we obtain

Ks L

Y =

where 17, = a0 00 ((I —X)~1¢) is a function of parameters (x, 6 and ¢). Hence:

K I
log — =1lo e
8y g(;mk>

Define Js = Alog (%) and K, Y! (resp. K%, Y?) the capital stock and output in the economy where
all firms receive the treatment (resp. where no firms receive the treatment). To the second-order:

K! I
logﬁ = log (Zﬂsfbe‘%>
S S
IO 52
~ log <2175]56 <1+5S+5>>
S S
KO 52
mlogw+log (1+ZKS <5s+25>>
S
2
KO 1 )
zlogw—o—gxsés—ki ;Ksés— ;KS(SS

_K

where xs = 35

A second order Taylor expansion leads to:

is the capital share of each industry in the original economy.

_ 1 w0 > 0
Js = —Ap(s) + 3 (<1+21 _95) A= (s) 21 _QSAU’ZT(S)> ,
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which we can use to find how the ratio of capital K to output Y varies in our aggregate counterfactual:

1 6 0 1
Alog— ZKS A (s) +5 <(1 +21“i ;s> AG2(s) 721 —SGS AU’ZT(S)) + 5 varg, (u(s))

This leads to the TFP formula:

Alog TFP = —a*g:xs (—AyT(s) +% ((1 +27 _99) A2 (s) - 27 f 5 A0y (s ))) — %*varKS (u(s))

+ ;zxgp: <—Ayr(s) + %1 fs()s (ocsAa%(s) - ZAUZT(S)>)

We can re-organize this last equation into:

*

_ @ ) i
BlogTFP = = Lo (1 2% ) 802(6) — Svan, (u(5)

+ ; (sl — a™xs) (—AyT(s) + %1 " (rstU%(s) - ZAUZT(S)))

A.8 Proof of Proposition 7

We consider here S heterogeneous industries with M firms operating in industry s. The setup is similar
to Section 6, except that there is no input-output linkages and that the final good market produces by

combining industry outputs according to a CES production function:
5 % S
Y = (ZXSY;”) , with Y xs =1
k=1 s=1

Each firm within industry s has a Cobb-Douglas production function with the same factor shares,

however the price-elasticity of demand is allowed to vary by industry

Vit = ez“kﬁlil["‘, Y = (/y95d1>

Profit maximization in the final good market gives the demand for industry s output:

P ("
p - M\y

Similarly, profit maximization in industry s gives the demand for firm 7 in industry s:

0s—1
pis _ (Vs
P Y
Labor demand for firm i comes from:

YS v 1-6. 0
n}ax{pisyis_WZis}:H}aX XsP( 5 Y )y —

is is
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1 1
_ T—(1-a)0s y-1 T—(1—a)0s 9 L
= b= ((1 wa)95> <X5P<f’s> y519s> e ZZSk

we have, for each firm in industry s: (1 — a)0sp;sy;s = wljs. Replacing above yields:

(1—a)bs 419@513595 Y, p—1 e 1*(11712)95 97215 = 3‘93\)9
Pislis = () (XSP(Y) Y, ) el-(-mfs ™. (15)

w

The first-order condition for firm i capital is simply: (1 + 7;5)R = 0(95”1;—1"5. Combining with the labor
first-order condition, we obtain:

1-¢ 1 1—(1—a)bs (1—a)bs
ki — YN Ty ) TR (b TR (A =w)bs ) T s
is = | Xs s e
Y (1 + 175)R w

Firm i output can be written as:

1-y
Y -
PisYis = <XS<YS> v} 95)

(1-a)fs _6s
® w (14 7s)®

We can combine the demand equation for firm i and industry s output to write firm i production in the

following way:

Yis = (xs(z)l_wysl—es) (txlg ) ((1—woc)9> =6 ((15;5)“>119

Aggregating within the industry, and since Ys = ( [; y?;) 8

1-a)0s 0s

~¥) 1l o —x S eZis 05
() = () () Ut )

I

&l

Since Y = <Z§_1 XSY;I] > , we can sum across industries s to pin down the wage:

MP (-a)yp

, 1-)f) 77 oyl
() () T

= w= lZX <a95> = (1—a)s) 77 I~

Aggregate labor market clearing yields the following;:

1—
(1 —a)bspisyis = whis = Ls = (7wa)95PSYS
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Therefore:

Let I;(1) (resp. Is(0)) be the value of Iy when ®@° = @5 (resp. ©f). Let As = log(Is(1)) — log(L(0)).
Note w( the wage in the original economy. We start with the effect of treatment on the log numerator:

Ty —a) -9 Y 106
s=1
™y (1t (@B \TF v
log | Lo (1) () a0
¥
2 ((—a)e -0 “ry R
rhaon () (13) ()77
= log ;
% _ (1—06)% lxw P 1-06s
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The treatment effect on each industry is weighted by its share of the total output in the initial economy.

Let 95 = iolyfo, and u; = % 1 959‘ As. The Taylor expansion gives:
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Replace us with its approximation value:
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For the effect of treatment on log denominator (A;), we have:
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Replacing u; with equation (16) gives:
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. The overall effect of the reform on aggregate output is then given by:

: _ OsYs
after noting 1, = 5o

10y,

Alog(Y) = (1+ - a)y
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We inject the two expressions for A; and A, and obtain:
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where var, (Apr(s)) = Ly ws (Apir(s))? — (L wsApr(s))%.

A.9 Proof of Proposition 8

In this Appendix, we derive approximate aggregation formulas in the case where (1) intermediate input
producers follow a CES technology as in Equation (12) and (2) production is organized as in Section 2.

A.9.1 Equilibrium Formulas & Notations

0
Given the firm-level production function, firm output is given by: p;y; = Y!~%%i[ak{ + (1 — a)If]r. We
combine this equation with the definition of the capital wedge 7; and the static FOC in labor. We obtain:
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and optimal firm-level output is simply:

(i) o0 (420)°]

Note # and ¢? the mean and variance of log(1 + 7). Furthermore, note:
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where w* is the wage prevailing in a fictitious economy where log(1 + ;) = yu for all firms. We note &, =
log(w/w*) and 6; = log(1 + 7;) — u the deviation of the equilibrium from this hypothetical equilibrium
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with homogeneous distiortion.
The general equilibrium of this economy (w,Y) is defined by the labor and product market clearing
conditions:
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which define w and Y as functions of the moments of the distributions of log capital wedges and log
productivity.
Note that, by definition of a, b, we have that:

1=p 0 0.
1=(a+b)r 1*9/ e“iT0 di
z,T

1
_ *\ € 6—p — - 0z;
L (w_) =Y*(a+0b)r0-9 <<1f)9) ! /el?e di
w w i

A.9.2 Approximation

We want to compute the change in log output due to the aggregation of the reform. Index with 0 the
moments of log(1 + 7;) without the policy, and with 1 the moments of log distortions when the policy is
applied to all firms. Then, we decompose the change in log output into:

AlogY =log Y ({log(1+7})};) —log Y ({log(1+ ) }:)
= log Y({log(1 + 7')};) —log Y (1)

HY
+1log Y (1) —logY(po)
MY
~ (1log Y () ~log ¥ ({log(1+ )},))
HY

0

where HY is the pure effect of heterogeneous distortions, starting from an economy where all log wedges
are equal to ;. MY is the pure effect of changing the mean distortion, assuming no heterogeneity. We use
the same decomposition to compute Alog w.

In the following, we make two separate assumptions. First, we assume that in both treated and
untreated economies, that log productivity and log wedges experience small deviation from their means.
This allows to compute HY and H}. Second, we assume that the experiment has a small impact on the
mean distortion, i.e. that Ay = yq — pg is small. This second assumption allows us to compute M?. We
use these two assumptions to expand the equilibrium formulas up to the second order.

First, we note that a second order Taylor expansion in z, combined with the product market market
equilibrium leads to:



so that terms in a + b multiplied by first- or second-order terms are equal to 1.

The pure effect on the mean wedge is given by:

The pure effect of wedge heterogeneity is given by (omitting the 0,1 index):

b [ o 0 N, b 6
Hv — 2 7y v v
2a<1—pa+1—ﬂ )'f a1—0""

s (PR () () (o)

where a and b are given by the above formulas. In particular, 4 depends on y, the expectation of log

wedges and b depends on w*, the wage prevailing in an economy where the average log wedge is  but

the dispersion is zero.

To compute the change in output (the same applies to wage), we need to compute H}/ - Hg , which
involves two sets of coefficients (a1,b1) (which depend on pq and wj)and (ag, by) (which depend on
and wy).

We can write that:

_ P b
a1 =ap (1+ l_paOAy+O(2))

_ __p
by = by (1 1 _pA‘M +O(2))

which shows that the difference between the two coefficients is of order one. Given that HY and HY
multiply these coefficients by terms of order 2, we obtain directly that H’ = HY and HY = H{.
Hence, noting a = ap and b = by, the formula for AlogY can be shown to be:

AlogY = b <€+ 119) Ap
carg (g () (5t ed) ) o
<€+1ip>zlf9A%T

while the formula for Alogw is:
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A.9.3 Measurement
In order to use the above formulas, we face two challenges. First, we need to retrieve a2 and b from the

data. Second, we need to measure Ay and Ac:. Let us tackle these two problems in turn.

Measuring a and b

To retrieve a and b, we start from the formula of the labor share:
aeiﬁéw

5.
,H(gl

sk=9 s
ae -0 + be

We expand this formula to the second order and take the expectation of s*, which can be directly

_ St 1 P 22
a= (1+(2+a>b<1_p> 0'T>

where 57 is the average labor share. Hence, 2 = % + O(2). Given that 4 is multiplied by terms of order 1
or 2, the difference between a and % is negligible at the second order of approximation.

We can then use the product equilibrium condition to see that:

measured in the data:

4 2

1 o
b=1-- —

ot 21-01-p-

hence, for the same reason as above, we can approximate b with 1 — %.

Measuring Ay and Ao~

We now turn to the estimation of Ay and Ac¢. Using the full notation, we have that:

A23



Ap = Elog(l + T(Zi,‘ @1,w1,Y1)) - ElOg(l + T(Zi,' Oy, wo, Yo))
Aoy = Varlog(1 + t(z;;©1, w1, Y1)) — Varlog(1 + t(z;; ©p, wo, Vo))

where z; is the entire past history of productivity shocks of firm i.

For now, we assume that we can observe the distribution of log wedges in the data (we return to
measurement of wedges with CES technology below). Even then, the problem is that we do not directly
observe these moments in the data. Assuming the experiment is small, the moments we observe are:

&“l\/l = Elog(l + 7(z4; O1, wy, Yo)) — Elog(l + Ti(zi,’ Oy, wo, Y()))
A/\UT = Varlog(1 + 7;(z;; ©1, wp, Yy)) — Varlog(1 + 7;(zi; ©9, wo, Yp))

or put differently: the data only show us the effect of the treatment on moments in partial equilibrium. To
deal with this problem, we need to put structure on how wedges are affected by macro variables.

First, we show that these moments do not depend on aggregate demand Y (like in the Cobb-Douglas
case):

Lemma 2. If the production function is homogeneous of degree 1, then the distribution of wedges does not depend
on output Y.
(250, wo, Y) = 1(z;;,0,w, Yy) , forall Y

Proof. This property uses the degree one homogeneity of the production function. First, show that EBITDA
can be rescaled by total output Y:

n(z,kw,Y) = max (Yl_eeez (P(k,l))g - wl)
kK IN\? 1
_ 0 oo o
_leax <EZ<F<Y'Y>> wY)
k 6
= Y max <eez (F <,l/)> - wl’)
v Y

k
=Y (z, ?;w, Yo)

The rest of the proof then follows the logic of the proof of proposition 2. O

However, the distribution of wedges and productivity may depend on the aggregate wage w. We now
put structure on this dependence. The following Lemma does this:
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Lemma 3. At the second order approximation, the following equations must hold:

2
_ i wy wy
Ap = Ay + BAlog 7o +7A <log wo)
Ac? = Ac?

—

Aoy = Aoyt

B and <y corresponds to the coefficient estimates of a regression of treated firms’s log-capital wedges on exogenous
sources of variation of log wages
The two second order moments do not depend on the level of wages in the new agqregate counterfactual economy.

The coefficients § and 7y can be estimated if one observes a cross-section of economies (for instance,
cities) where the policy experiment is implemented and there are variations in wages across local labor
markets, which are exogenous to the policy experiments (e.g., exogenous shifters in local labor supply
across markets): in this case,  and 7y can simply be obtained by regressing, in a cross-section of economies,
the log-capital wedge of treated firms on the exogenous variations in log local wage.

Proof. To prove the above result, we first need to log-linearize wedges with respect to w and z; up to the
second order and write:

log(1+ 7(z;,0,w)) = log(1+ 7(z;,®,wp)) + B(zi, ®, wp) log <;j>
0

+ %wzi, ®, wp) (log (;"0))2 +0o(2)

The coefficients § and y depend on the model generating the frictions which is generically described
by ®. We describe below how to estimate them from the data.

We then Taylor-expand both coefficients f and « with respect to z; around 0 (remember that [Ez; = 0).
First order is enough:

:B<Zi/®, wo) = :B(O/ ®,wp) + B1(0,0,wp)z; + 0(1)
Y(z:,®,wp) = v(0,0,wp) + 71(0,0,wp)z; + 0(1)

which leads to the following expression for wedges:

log(1+ 7(z;,0,w)) =log(1+ t(z;,0,wp)) + B(0,0,wp) log <;U)
0
w

+ ,31(0, @, ZU())Zi 10g ()

wo

3700 (s (3)) o2

So we are now ready to compute the mean and variances of the wedge distribution. Let us start with
the mean:
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1(©,w) = Elog(l+ 1(z;,0,w))

2
= (©,100) + (0.0, og (5 ) + 57(0.0,0) (15 (- ) )
| S — wo 2 —— wo
=B(0,wp)) =7(0,wp))

which shows that the mean wedge is a function of log w and its square.

For the variance, we further need to expand:

log(1+ t(z;,®,wp) = log(1+ 7(0,0,wy)) + T1 (0,0, wp)z; + 0(1)

so that the variance writes:

(7.%(@, w) = var (log(1 + 7(z;,0,w)))

= U%(@, wp)

+ 2 cov <T1 (0,0, wp)z;, B1(0,0, wp)z;log (;U)>
0

T3.(0,0,10)B1 (0,002 log ( 2 ) =0(2)

+ var (,31(0/ ©, wp)z;log <w)>

wo

=0(2)
= 02(0,wp) + 0(2)

which ensures that the variance of wedges does not depend on log w in our second order approximation.
Near identical algebra shows that 0,(®, w) is also independent from logw in our second order ap-

proximation.

We now compute the empirical moments as a function of observed sufficient statistics on wedges. Let

us start again with the mean:

Ap = p(O@1,wr) — u(Op, wo)
= (1(®1,w1) — u(O1,wp)) + (1(O1,wo) — (o, wy))

Ay

= B(@1,w))log (Z;) + 3 7(@1,w)) (log (Z;))z v
=B =

The coefficients B and <y can be estimated from a regression of treated firms’ log-capital wedges on
the log local wage. As an illustration, consider the case where a tax experiment is implemented in a large
cross-section of cities. At the same time, there may be exogenous shifters in local labor supply driven by
aggregate variations in industry-level output: for instance, Oberfield and Raval (2014) construct a Bartik
instrument interacting industry growth at the national level and initial industry shares in local labor
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market; they use this instrument as a source of exogenous variations in local wages. Under the identifying
assumption that this instrument is orthogonal to the policy experiment, then a regression of treated firms
log-capital wedges on instrumented local wages. Obviously, estimating § and -y represents an empirical
challenge. However, we show below through simulations that the precision losses from omitting g and y
from the aggregation formula may be limited (Figure A.1 and A.2).

Assuming we know B and 7, we use the above formula for Ay jointly with the previously derived
formula on log w:

w
log (’Z,Uo> = MAV + QZ(A‘u)Z + 063A0"% + a4A0’T'3
—_——
X

where the terms in X are not affected by the level of wages as we have just shown. Then:
A= Ap+ plarAp + aa(Ap) + X) + y(ar)* ()’

Rearranging:
() (Baz +7(@1)?) + Ap (Bay — 1) + BX + A = 0

—~ —\2
Now we let Ay = k1Ap + 13 (Ay) + x3X in the equation above. We obtain, by identification:

B 1 _a
71—,30(17114—1?,8
Kz:ﬁaz+7(w1)27 apb (b'r 1p)

K1

(1= par)®  (a+pb)?®
1-— ,30(1 a—+ b’B

K3

so that:
a  — aBb by 1 p —~\2 ap 5
Ay = A —4+-—1] (A A A
T N PRI ( 5 7)) (B) + mgplaanet +asory)

Note that observed changed in variance is equal to the theoretical one given our second order approx-

imation:
AU‘% = 0’.%(@1,7,01) - 0‘%(60/ ZU())
= (‘73(91&00) —07(0y, wo))
Ac?

Obviously, the same algebra works for Ac;. O

Given Lemma 2 and 3, we know how to compute Ay, AU% , and Ao, as a function of the observed
sufficient statistics E;\l, Ac? , and Aoyr. We plug these into the formula of AlogY and obtain:
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AlogY = AAji + BAG? + CAce: + D(Ap)>

where:

b 1
e (€+1—p>

_ P p(6—p) 1 1 b 4 0
B_2(1—9)(1—p)2+2<€+1p>a+bﬁ(1pa+19b>
b (., 1) 8
A+ b 1—p 1-0
P 2
—2b
a+bﬁ3< (1—p 7)

A.9.4 Measuring wedges at the firm level

The last step consists of measuring wedges at the firm level in order to recover the three moments @,
Aor, and Ac?. We start from the fact that firm-level labor and capital shares are given by:

B
L _

S =00 B
K6 A
" (14w Ai+B

4 P

w1 1) (150)7 ot 1= (1)
Combining these two equations, we obtain that:

6 — st
log(1 + 1) =10g< SKS’>

i

which gives a simple way to compute the distortion at the firm level in the CES case. It converges to the
formula used in the Cobb-Douglas case (%y) wen p goes to zero. The downside of this formula is however
that it requires to know the cost of capital R in order to compute the capital share, as well as the mark-up

©).

A.9.5 Pulling it All Together

We combine all the above insights in the following summary:
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1. We compute the following three sufficient statistics from the small-scale experiment:

—~ 9—SZ-L 49—51-L

Ap = E | log K |T;=1)| —E | log RS |T; =0
— 0 — sk 0 — st
AU%:Var(log( SZKZ>|TZ-:1>—E<Iog< leZ)'Ti:O)
— Q—SiL Q—SiL
Aoy, = Cov | log X |IT;=1) —E |log X |T; =0

where sl is the labor share at the firm level and sX is the capital share.

2. Compute the following two aggregation sufficient statistics f and 7y by running the regression, for
firm i in economy c:

1c

0 — sk
log < X “’) = cst + Blog we + y(log we)? + ujc

running this regression requires firm level data on labor and capital shares in a cross-section of
economies (sectors, cities) and an exogenous source of variation for w.

iy L . . .
3. Compute the additional parameter 2 = & where s’ is the average labor share in the cross-section.
Note b =1 —a.

4. Then, the aggregate effect of the experiment would be given by:
AlogY = AAji + BAG? + CAcr. + D(Ap)>

where A, B,C and D are known functions of 4, §, v, as well as 8, € and p.

The formulas for A, B, C, D are given by:

b 1

A_a+ﬁb(€+l—p>

_ b p6-p) 1 1 b P 0
B_2(1—9)(1—p)2+2(€+l—p>a+bﬁ(l—pa+l—9b>
c= b fer 1) O

- a+bB 1-p)1-6

1 b 1 0 2)
D == €+ a —2b

2(a+bﬁ)3< 1—p>(1—p !

The first order version of the overall formula is much simpler, with:

-

6 — st 1 6 —st
Alogy_iﬁG—l—sL(l—ﬁ) (€+1_p) AElog< R ),

which shows quite clearly that the CES case requires three types of adjustment. First, under CES, dis-

tortions are affected by the wage w prevailing in the economy: this is why beta appears in this previous
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formula. Second, under CES production, GE effects themselves are more dampening than under Cobb-
Douglas if p < 0, because labor cannot be substituted with capital as easily. This is why we see ﬁ in the
previous formula instead of 1. Third, wedges cannot be computed using the sales to capital ratio as in the
Cobb-Douglas case. Instead, we use input shares to measure distortions.

Further, note that the GE effect is negligible when:

S, 7

P 87"

. We finally turn to a simple simulation exercise to quantify the magnitude of § and <y in simple simulated
experiments.

A.9.6 Simulation

In this section, we calibrate a simple version of our model to assess our CES formula. In particular, we are
interested in the importance of the § and < adjustments in the aggregation formula (which measure how
log-capital wedges for treated firms respond to variations in the wage w prevailing in labor markets).

We start from a version of our baseline model with no tax. Firms have CES production technology
y =e* (ak® + (1 — oc)lp)l/ P. There are quadratic adjustment costs c%. Firms cannot issue any equity (e >
0), and can only borrow up to { times their next period capital stock k’. The market structure corresponds
to the baseline model described in Section 2. We simulate the model in equilibrium via iteration. We take
(Y, w) as given, solve the Bellman problem, simulate a large number of firms in steady-state, and then
compute aggregate output Y° and labor demand L¢. We iterate until Y ~ Y° and L? ~ L*(w) with some
pre-determined precision.

We use a standard calibration: the capital share is & = .3; 0 is set to .85; the labor supply elasticity
is € = .5; the rate of physical obsolescence is § = .06; the safe rate of return is r = .03; z;; follows an
AR(1) process with persistence p = .5 and volatility 0, = .6. Since we want to explore the effect of
imperfect capital-labor substitution, we vary p from -1.55 to -.05 (near Cobb-Douglas case). An elasticity
of substitution of .5 corresponds to p = —1.

We start by simulating an economy with { = .2 for all firms and compute the general equilibrium
(wop, Yp). As a first pass to understand the effect of CES production function on aggregation, we investigate
how, in this economy, the distribution of log-capital wedges depend, in partial equilibrium on the wage w
and total output Y. We simply re-solve numerically for the optimal policies of firms assuming a different
wage w or a different aggregate output Y — but holding all other parameters in the firm’s optimization
problem constant. Figure A.1 shows the resulting distribution of log-capital wedges. First, note that
the distribution of the log-capital wedges does not vary with Y, as we showed above analytically. This
distribution does, however, vary with w. The elasticities implied by this graph are fairly constant (the
log-log line is straight). Additionally, these elasticities are small: in this simulation, p = .1 and ¢ = .025;

as an illustration, given the formula for B, we see that the effect of § on B is negligible if f < GiLsL ~7. As
a result, neglecting 8 and -y in this simulated example should have a negligible effect on the aggregation
formula.

To confirm this intuition, we now consider an actual policy experiment in this simulated economy:
the collateral constraint parameter, {, goes from .2 to .4. In the original economy (wy, Yy), we first solve
numerically for the optimal policies of “treated” firms — i.e firms for which { = .4: we simulate a sample

of such firms and use it to measure the effect of the treatment on the sufficient statistics of Proposition
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Figure A.1: Effect of Changing w and Y on Elog(1 + 7;)
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Source: Authors’ simulations. Note: see text for details on the calibration. This figure shows how the
distribution of log-capital wedges respond, in partial equilibrium, to changes in log(w) and log(Y). The
simulations are normalized so that Y = w = 1 corresponds to the general equilibrium of this economy.

5.6: @, A/\a%, @. We then compute aggregate output in the economy where all firms have { = .4 (our
counterfactual economy) using three different methodology: (1) we compute the actual output by re-
computing numerically the general equilibrium of the model when all firms have { = .4 (dark triangles
in Figure A.2) (2) we use our CES aggregation formula in Proposition 5.6, but assuming that § =y =0 -
i.e. we do not account for the general equilibrium feedback that changes in w will change the estimated
sufficient statistics measure in the initial economy (grey squares in Figure A.2) (3) we use our baseline
Cobb-Douglas aggregation formula, Equation 8 (white diamonds in Figure A.2).

We report the results in Figure A.2. Our second-order CES formula that neglects  and < underes-
timates the effect on total output of raising  from .2 to .4 for all firms by less than 1 percentage point.
This provides an idea of the precision loss, in this simulation, of neglecting 3rd order terms and g and
(the feedback of equilibrium on estimated sufficient statistics). Using the Cobb-Douglas formulas leads
to significant under-estimation of these aggregate effects: when the data generating process has p = —1
— a conventional value of substitution elasticity — the Cobb Douglas formulas underestimate the effect of
the generalization of the policy on aggregate output by about 5 percentage points. As expected, as p ap-
proaches 0 and we get closer to the Cobb-Douglas case, all three values for the aggregate counterfactuals

converge to the same value.
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Figure A.2: Effect on Output of Changing { from .2 to .4
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Source: Authors’ simulations. Note: see text for details on the calibration. We compute changes in
aggregate output resulting from { going from .2 to .4 for all firms in the economy. The dark triangles
correspond to the actual change. The grey squares use the estimated change using our CES aggregation
formula in Proposition 5.6 but assuming that § = v = 0. The white diamonds use our baseline Cobb-
Douglas aggregation formula, Equation 8.

B Additional Results

B.1 Effect of Treatment on Productivity

Though we focus on policy experiments that purely affect wedges and not productivity, our framework
can easily be extended to accommodate such productivity experiments. In this extension, we start from
the baseline model but allow the treatment to affect the distribution of firm log productivities z. Like in
the rest of the paper, we assume that z can be measured by the econometrician. Such an extension could
for instance apply to firm-level interventions designed to increase productivity via improved management
practices Bloom et al. (2013a) or R&D subsidies (Bloom et al., 2013b). The following proposition describes
the aggregation procedure for such policy experiments:

Proposition 9. Assume the economy is described by the model of Section 2. Furthermore, assume the empirical
treatment affects the joint distribution of distortions T; and productivities z;. Then, the results of proposition 2 apply
and the procedure to compute the aggregate counterfactual is as follows:
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1. Estimate the following sufficient statistics resulting from the treatment:

Apr =E <log<Plt%t)|Ti—1> <1og<p”y”> |Ti—0>
klt kzt
O-T — Var (10g (pzylf) |T1 — 1) — Var (log <Pityit) |T1 _ O)
it kit
Aczr = Cov <log (P;{W;t) Lz |T; = 1) Cov (log <p’t%t> ,zi| Ty = )
it

Apz = E (z4|T; = 1) — E (24|T; = 0)
Ao2 = Var (z|T; = 1) — Var (z4|T; = 0)

2. We can combine these sufficient statistics to estimate the following aggregation formulas:

1 — 1 — 1 — 1 5
AlogY = 1i_§ (Ayz+9AU§>+a(+:)( Ay +7L (ocAU%ZAaTZ)>

21—-6 1-— 21-96

productivity effect equation (9)

Ao2 X 2
Alog(TFP) = Ap, + 37— GAO' 5 ( 7 _9) Aoz

productivity effect equation (8)

The intuition for these extended formulas is straightforward. A new “productivity” term K\yz +
5 ﬁAaz is added to capture the direct effect of the treatment on firm productivity. This new term has two
components: the effect of the treatment on mean log productivity plus the standard variance correction,
accounting for the concavity of the log function. This variance correction is necessary here because our
sufficient statistics concern the distribution of log productivities, not the distribution of productivities.
Our formulas could be written in terms of productivity levels, but in practice estimating logs yields more
robust estimates. The productivity term enters the TFP aggregate directly, without GE effects since effects
on productivity are not crowded out. It also enters the output formula, multiplied by a coefficient %_i;,
which captures how quantities of labor and capital respond to aggregate productivity changes.

Proposition 9 also highlights the importance of accounting for distortions even if the treatment is
only designed to affect productivity. Even if the treatment does not directly affect distortions (think, for
instance, of an improvement in management practices or process innovation), it may interact with existing
distortions (real or financial) and affect the distributions of 7;’s among treated firms. The above formulas
make clear that the effect of the treatment on log TFP is not the only sufficient statistic to look at in order

to obtain the correct aggregate counterfactual.

B.2 Decreasing returns to scale

In this appendix, we extend our baseline model to allow for decreasing technological returns to scale (e.g.,
span of control): y;; = ezf(kf‘tlllt *)" where v < 1. The aggregation formulas are then similar to those in

our baseline case, with minor modifications:

Proposition 10 (Decreasing Returns to Scale). With decreasing technological returns to scale v and under the
homogeneity assumptions of Proposition 2, the joint-distribution of z and T does not depend on (w,Y).
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Additionally, the aggregation formulas become:
av (1+¢) — 1 8 —
Alog(Y) = —A ———— (aAd?Z —2A
°80Y) = A2 A+ e)d—v) ( N (”‘ o UZT))

Alog(TEP) = f‘z—v (1 + 1“_1/19/6> AcZ,

where A/\}lr, A/\U%, E are the same treatment effects defined in Section 3.4.
Proof. See Appendix C.1. O

The modifications introduced by decreasing returns to scale are marginal. Proposition 10 makes clear
that our approach also applies to models of perfect competition (¢ = 1) and decreasing returns to scale
such as Hopenhayn (2014) or Midrigan and Xu (2014). It also makes clear that the modifications induced
by decreasing returns to scale v < 1 will quantitatively be small, since v is typically estimated close to 1.
For instance, assuming & = .3, € = 1.5 and v = .95, we find a pre-multiplying factor on output of .57 when
decreasing returns to scale are accounted for vs. .64 in our baseline case.

B.3 Non-parametric Formulas

Here, we explore here the effect of relaxing the assumption of small variations in distortions and pro-
ductivity. It turns out that simple formulas, similar to (8-9) can be developed. These formulas rely more
heavily on the Cobb-Douglas nature of production, but present the advantage that they do not require the
estimation of firm-level TFP shocks z. They rely on slightly different sufficient statistics than the sales to
capital ratio.

Proposition 11.
Consider the baseline framework of Section 2. Assume that the assumptions in Proposition 2 hold.
Define the following treatment effects for labor and capital:

{ﬁ = log (E[l|T; = 1) — log (E[l;| T; = 0))
Ak = log (E[ky| T; = 1]) - log (E[k;|T; = 0])

Then, the effect of generalizing the treatment to all firms in the economy on aggregate output and TFP is given

by the following formulas:
(1+e)(1-0)

AlogY = Al
8 a-we

Alog TFP = (é—(l—@) x Al — & x Ak
Proof. See Appendix C.2. O

The formulas in Proposition 11 are intuitive and simply leverage the fact that reduction in distortions
due to the treatment translates into changes in input use. The appeal of these formulas is that they do not
require assumptions about the joint-distribution of productivity and wedges, or equivalently, assumption
about the size of variations of productivity and wedges. However, these formulas may be unpractical from
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an empirical standpoint: with log-normally distributed labor and capital, estimating treatment effects in
levels is likely to be inconsistent.

B.4 Exogenous Labor distortions

In this appendix, we assume that firms also face distortions in labor markets. We assume that these
distortions are exogenous (e.g, a firm-specific payroll taxes). We follow our treatment of log-capital wedges
and define log-labor wedges as wedges between marginal productivities and the market wage w:

(14w = (1 — )02
it

However, in contrast with the log-capital wedges we consider in our main analysis, we assume here

that the distribution of 7 is exogenous. This formulation leads to the following proposition:

Proposition 12. Assume firm-specific, exogenous labor wedges. Furthermore, assume for the sake of clarity, that thee

distribution of these labor wedges is unaffected by the experiment: the experiment only affects capital distortions.?!

Then, the results of proposition 2 apply and the procedure to compute the agqregate counterfactual is as follows:

1. Estimate the following sufficient statistics resulting from the treatment:

Ai—E (log (pit]/it> T = 1) _E <log (Pit]/it) T = 0)
kit kit
AU% = Var (log (plt]/zt> |Ti _ 1) Var <log <pztyzt> ‘Ti _ 0)
zt t
Av; = Cov (log <szit> ,zit| Ti = 1) — Cov <log (pzyit> ,zi| Ty = 0>
it it

AO’WT—COV log PitYit log PitYit IT;=1) — Cov (log PitYit log PitYit T, =0
kzt lit kzt Zit

2. The effect of generalizing the treatment to all firms in the economy on aggregate output and TFP is given by

the following formulas:
I, a(l+e)( — 1 0 5
AlOgY = —m (1 + 0((1 + €)> AUUT + ﬁ ( A‘MT + Em (l’CA(TT — ZAUTZ)
interaction effect equation (9)

_oa(l—a)f— wf \ 3

Alog TFP = ﬁm,ﬂ -3 ( — 9> Ao?

—_————
interaction effect equation (8)
Proof. See Appendix C.3. O

The above proposition simply states that the baseline formulas (8-9) need to be adjusted with a cor-
rective term. This corrective term involves an additional sufficient statistic: the effect of the treatment on
the covariance between labor and capital wedges. This is because of labor-capital complementarity: if the

210ur results can easily be extended to settings where the policy experiment affects the distribution of
labor wedges.
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treatment increases capital distortions disproportionately in firms in which labor is heavily distorted, both
output and productivity will be further reduced. This formula also makes clear that, even if the policy
experiment is not supposed to affect labor distortions directly, labor distortions, if they exist, affect how
the generalization of the policy change aggregate outcomes since labor and capital are complement in
production.

B.5 Labor distortions generated by binding minimum wages

In this appendix, we focus on one particular type of distortion: a binding minimum wage on low-skill
labor. To investigate the effect of such distortions, we allow firms to hire both skilled and unskilled labor:

1
Yit = kztlfztlu 1ta g

where [, is the quantity of skilled labor, and I}} is the quantity of unskilled labor. Unskilled labor is subject
to a binding minimum wage w, but skilled labor is not, so that static labor optimization yields:

=w

‘ngl/it

ls,it

(1-a—porY" = wyut

lu,it

where w is the market clearing skilled wage. We allow the minimum wage to vary across firms (for
instance due to collective agreements) and be indexed on the skilled wage with elasticity (.
In this economy, we can easily extend our baseline formulas:

Proposition 13. Assume firms use capital, skilled and unskilled labor for production with a unit elasticity of
substitution:

Yir = K (Is it )P (L)' 2P

Assume the market for skilled labor clears, but firms face a firm-specific binding minimum wage indexed on skilled
wage: w;wt.

Then, the scale invariance property of proposition 2 apply. Estimating the aggregate counterfactual requires the
following steps:

1. Estimate the following sufficient statistics resulting from the treatment:

Ay = (log (pztylt) T = 1) (log (mw) T = 0)
klt klt
AG2 = Var (log <Pityit) T, = 1) — Var <log (Pit%‘t) T = 0)
kit kit
@ = Cov (log <szit) ,zit| Ty = 1) Cov (log (pﬁ]/zt) 2| T = 0)
it

A/‘T\M = Cov (10g (szit) , Wi | Ty = ) Cov (log <p2y1t> ;Wi Ty = 0)
it it
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2. Inject these sufficient statistics into the following agqregation formulas:

o wf o)
Alog TFP = 5 (1—|— 1 _9> Aoz

equation (8)

bo(l—a—B) [— 1 6 — 0 —— 0(1—a—pB)\ —
T [A”T_21—9A‘7T_1—9A‘7”_ =g ) Aowr

correcting for minimum wage

B 1—a a(l+e) — 1 6 —
Alogy_ﬁ+§(1—a—ﬁ) - (Ayr+219(ocAUT ZA(TZT)>

equation (9)
(it 6(1-a—p)—
prel—a—p) 1-86 -

correcting for minimum wage

Proof. See Appendix C.4. O

The introduction of a minimum wage for unskilled workers adds a few corrective terms to our base-
line, which obviously disappear when there is no unskilled labor (1 — « — § = 0). These terms all require
the estimation of an additional sufficient statistic: the covariance between log capital wedge and firm-
level minimum wage. This statistic can also be measured indirectly as the covariance between capital and
unskilled labor wedges (pl‘z—i“). Output is reduced if the treatment increases capital distortions more in
companies already facing a larger minimum wage. The baseline effect of the treatment on output is also
dampened by the indexation of the minimum wage on aggregate wages. More indexation (i.e. a larger )
implies a smaller effect of the treatment on aggregate output.
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C Proofs of Appendix Results

C.1 Proof of Proposition 10

We first show that Proposition 2 still holds with decreasing returns to scale.
With monopolistic competition and decreasing returns to scale, for a firm i with a stock of capital k;;,
operating profits after optimizing labor demand are given by:

(1—a)ve
1—wa)vh\ 1-(0-a)d 1-6 ) 9 _ azﬂ .
piyi —wl; = (1 — (1 — p()y@) ((w)> a)v YT 8211*<1*“>1/9ki1 aye
(-avo P kl‘ 17(3{9‘1)‘/9
= Sx(1—(1—a)vd) ((1—a)vf) -0 ¢ 1120 g
1-6(1—av)
1—-(1—a)vo
where § = Y

w1-(1-a)vd

It follows directly from the proof of Proposition 2 that in this economy, and under the assumptions of
Proposition 2, the ergodic joint distribution of capital wedges and productivity is independent of (w,Y)
and depend only on the parameters ©. Let F(z, 7;©) denote this distribution as before.

With decreasing returns to scale v, profit maximization for firm i in industry s as a function of a capital

wedge T;; leads to:
v(1—a)f 1-(1—a)ve

kia(l) y< 1 )
w (1+7)

avl

1— avf
I o (1) -0 ylljs ezilfve (1) =
w (1+7)

Firm 7 output at the optimum is given by:

yise (L O U T (17)
Y X —V J— 11—w
PiYi w 1+ ¢

Omiting the 7 subscripts, equilibrium on the product market implies that:

_ 1y ezm (1=)v8
WY [-aw /ZT (ﬁdlf(z, T7;0) (18)

Equilibrium on the labor market implies that Y o« w!*¢

Combining these two equations provides the following expression for aggregate output:

(1+€)(1—vb)
6 ) B((1—a)v+(1+e)(1-v))

e
Y « / —— dF(z,1;0)
z7) (14 1)1-ve

which then leads to the expression in the proposition after Taylor expansion.
Finally, aggregate TFP admits a simple expression:
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Y

TEP = K, (1-a)v

0 1—-(1—a)vé
T8 o T8
= / 7m/9dp(zl T;G)) / mdl:(z, T, @)
ZT (1 + T) T8 Z,T (1 + T)W

which then leads to the formula in the proposition after straightforward Taylor expansion.

C.2 Proof of Proposition 11

Optimal labor demand as a function of firm-level capital wedge is:

1\ Lo\t
lj () Yer o ()
w 1+7)
The following sufficient statistic can be computed for both the treatment and control group:

T T
E[L|T; = T] o</ 4Rz 7,0 w,Y) :/ " 4F(z,1,07)
27 (14 7)1 27 (14 7)1

where T € {0,1} and where the second equality comes from Proposition 2 — the joint distribution of
log-capital wedges and productivity is independent of (w,Y).
We now introduce the log difference in mean employment:

Al = log (B[l T; = 1]) — log (E[1|T; = 0])

6
log/ 79“1 F(z,7,04) log/ — O _iF(z,7,0y)
(14+1)1-0 (1+7)1-0

Given the output equation (3), it follows directly that

(1+€)(1-0)—~

AlogY = T=-a)d

Al

We now compute TFP, which requires calculating the capital stock. Similarly, optimal capital demand
implies that:

1-a)0 1—(1-a)f

(-w)
-0 1-0
ki o <1> Yer 0% < L )
w 1+7

Like for employment, we use this to compute the new capital sufficient statistic:

Ak = log (E[k;|T; = 1]) — log (E[k;|T; = 0])

0 0
log/ 74)“61 F(z,7,04) log/ ;é}wdlf(z T,0q)
(1+7)tF (1+7)tF
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Given the TFP formula (4), Al and Ak can be straightforwardly combined into the formula given in
the proposition.

C.3 Proof of Proposition 12

Noting 7;; the wedge between the marginal product of labor and the wage, and assuming that capital and
labor wedges, as well as productivity, has small deviation around their means, we obtain that:

where:

and e = (8)" ()"

Using a second order approximation or a log-normal assumption on z;, 7; and #;, we obtain the
following formulas for TFP and output:

_ 10 2\ _%(2, 2109
logTPP—(yz+21_6cTz) 2(0T+(7,7) 21_gvar(A)

o 1+e 1 6 0
- _ 1 L - _ _
logY = (y,7+ 5 ) t1 2 ( yz—l—EA—l—Zl_Gvar(z A)> +1_9COV(Z A7)

where we note 1, = Elog(1+17), (7% =varlog(l+7) and A = alog(1+ 1)+ (1 — a)log(1 + 7).

We then assume that the mean and variances of z and 7 are unaffected by the experiment, which gives
the results in the proposition.

C.4 Proof of Proposition 13

Scale invariance of capital wedges

Omitting the i, t subscripts, operating profits are given by:
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7T = max (Ylfeeezlfell(}*“*ﬁ)e —wls — Qw§>

Sstu

which rewrites:

e (O (<ﬁ>)ﬁ)k

From the above formula, it appears easily that the firm problem given Y, w can be written as a firm
problem given 1,1 scaled by:

Y

0(B+¢(1 13 a))
w 1—-

S =
so that the distribution of capital wedges is unaffected by the equilibrium. Note that the scaling parameter
is the same as in proposition 2 when ¢ = 0.

Equilibrium formulas

We use the following notations:

X=1og B+ —ap)

Uit =71_"p (zit —alog(l+T) — (1 —a — p) log w;)
v = Uy — log(1 + 7;)
wip = ujp — log wy

Then, the three market clearing conditions write:

wX o« Eu
K LEv
wX
wL®Y
wéL" « YEw

After some manipulation, we get the expression for TFP:

. wf 5, Ba(l—a—p) 1 6a , 0 7 0(1—a—p)
Alog TFP = 2(1+1—9>0’f+1—6 Pt =57 9%t~ 1_g% 1+71—9 Owr

equation (8) correcting for minimum wage

omitting the terms in piy, (Té, #z and ¢2. These terms are assumed to be unaffected by the experiment.
The formula for log output is even simpler:
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B a(l+e) 1 0
8 = g ri—a—p | 21

0(1 —a —
@ﬁglmag— J—fj%@@ﬁ

0

equation (9) correcting for minimum wage
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