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Abstract

Market-based instruments of regulation hold the promise of minimizing total com-
pliance costs by letting regulated firms choose how to comply. When regulation is
incomplete, regulated firms have an additional margin of choice concerning the degree
of compliance. Under these circumstances, opportunistic firm behavior not only mini-
mizes compliance cost but it can also undermine the efficacy of regulation. We analyze
this trade-off in the context of regulation aimed at internalizing global environmental
externalities that cause climate change. Using administrative data on French manufac-
turing firms we establish that the EU Emissions Trading Scheme caused treated firms
to reduce carbon dioxide emissions by 13.5% relative to untreated firms. This substan-
tial abatement was achieved by switching into (zero-carbon) electricity consumption
rather than by down-scaling production. Further, we analyze whether firms complied
in ways that would not reduce emissions globally, namely by (i) shifting pollution from
regulated to unregulated plants within firm or by (ii) increasing foreign-sourced inter-
mediates to replace domestic production. Our results support the view that regulated
firms used the former channel, but there is no evidence that regulated firms imported
more intermediates from abroad in order to reduce their emissions. Finally, we show
that regulated firms ramped up emissions following the announcement but prior to the
beginning of the policy, possibly to increase rents from free permit allocation.
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1 Introduction

The presence of market failure calls for government intervention. However, if government

intervention is to be effective, one must consider both its intended and unintended con-

sequences. If the behavioral responses of agents to corrective policies are not taken into

consideration, then the social benefits sought by such interventions may be substantially

eroded, and potentially more costly than in the absence of intervention.

One of the clearest examples of market failure in the 21st century is climate change. In-

deed, the Intergovernmental Panel on Climate Change, in its 5th Assessment Report (IPCC,

2014) presents convincing evidence that climate change is driven by anthropogenic green-

house gas (GHG) emissions that mix (nearly) uniformly in the global atmosphere. In view

of the dramatic consequences that unchecked climate change is predicted to have on human

livelihoods, ecosystems, and built infrastructures worldwide, it is clear that globally har-

monized action on climate change is best suited to internalizing the externalities associated

with GHG emissions.

In spite of this insight, the existing policy architecture for mitigating climate change

is a patchwork of national and regional policies. Given the global integration of economic

activity, this has raised concerns about “carbon leakage”, which undermines the effectiveness

of unilateral policies. If firms subject to regulation of carbon emissions have the ability

to outsource production to markets without such regulation then carbon emissions “leak”

from regulated to unregulated jurisdictions. This leakage results in an absence of – or even

negative – aggregate reduction in emissions. In such a scenario, unilateral environmental

regulation achieves little in terms of environment protection while potentially hurting the

competitiveness of regulated firms and “killing jobs”, as industry advocates never fail to point

out in the debate about effective public policies for addressing global climate change. The

degree to which such policies curb the externality that they seek to regulate is thus of first-

order concern. One of the reasons that this debate over the consequences of environmental

policy has carried on is the paucity of conclusive empirical evidence.

In this paper we shed light on these issues through an examination of the European Union

(EU) Emissions Trading Scheme (ETS).1 As the name suggests, the ETS is a cap-and-trade

scheme for carbon dioxide (CO2) emissions. Regulated entities in the power and industrial

sectors, among others, need a valid pollution permit for each ton of CO2 they emit per year.

They obtain permits from the government or by bidding in permit auctions. Subsequently,

they can trade permits in an international permit market or hold on to them for future

use. The total supply of emission rights is capped and bound to decrease over time. The

1For the sake of brevity, we refer to the policy as “the ETS” throughout this paper.
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current level of the cap corresponds to approximately 45% of EU emissions and 5% of global

emissions. This makes the ETS the world’s largest international system for trading GHG

emissions, as well as the EU’s flagship climate policy.

To evaluate the aggregate environmental consequences of the ETS, we study how the

policy affected firm behavior using rich, administrative data on French manufacturing firms

between 1994 and 2012. Our identification strategy exploits variation in treatment status

across firms which is induced by underlying variation in the number and capacity rating of

energy-intensive installations which are targeted by the ETS participation rules. We argue

that this variation is independent of the outcomes once we condition on differences in firm

characteristics of regulated vs. unregulated firms. We accomplish this conditioning using

semi-parametric matching techniques and subsequently estimate the average treatment effect

on treated firms by performing differences-in-differences (DiD) estimations on the matched

sample.

We find that during the second phase of the ETS (2008-2012) regulated firms reduced

their emissions by 13.5%, relative to the year 2000, compared to unregulated firms. In

addition, we find no statistically significant changes to employment, value added, or the

capital stock, suggesting that the effects of the ETS on the competitiveness of regulated

firms have been limited.

To arrive at a proper assessment of the cost effectiveness of the ETS, one needs to know

whether the estimated emission reductions are real in a global sense, or offset by carbon

leakage. To shed light on this, we evaluate the degree to which emission reductions may have

arisen as a result of firm-level adjustments to the organization of the production process that

shift emissions elsewhere instead of avoiding them. We propose that there are two means

through which a reallocation from regulated to unregulated facilities may occur. First, firms

may reallocate emissions from regulated to unregulated facilities within the firm. Second,

they may adjust their supply chains, resulting in a reallocation of “dirty” production from

regulated firms to unregulated firms. Because unregulated firms are likely to be located

abroad, we explore the extent to which sourcing of intermediate inputs operates through

international trade.

In support of the hypothesis that emissions are reallocated across plants within the firm,

we find that firms with no untreated plants – firms that have limited scope for within-firm re-

allocation – reduce emissions during Phase II by 23%. By contrast, firms with both regulated

and unregulated establishments – partially regulated firms– do not reduce their emissions

at all. Further to this point, we use plant-level data to directly evaluate within-firm re-

allocations. The point estimates, while not statistically significant, suggest that regulated

plants in partially-regulated firms reduced their emissions by 11%, with a corresponding 15%
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increase in emissions for unregulated plants in partially-regulated firms. These findings sug-

gest that aggregate emission reductions could have been substantially larger in the absence

of within-firm reallocation.

In terms of the potential for between-firm reallocation, we find that the ETS had no effects

on imports (neither total imports nor imports from outside the ETS market). In addition,

regulated firms did not make any changes to the number of countries they imported from,

or to the number of products that they imported. Collectively, these findings suggest that

the 23% reduction in emissions for fully-regulated firms are likely real in a global sense.

The remainder of this paper is organized as follows. The next section provides the policy

background for our analysis and reviews the related literature. Section 3 presents the various

datasets we use and explains the linking procedures. Section 4 introduces the research design

and Section 5 presents the results. Section 6 concludes.

2 Background

2.1 The European Union Emissions Trading Scheme

Since 2005, the EU Commission and member states have been running a large-scale cap-and-

trade scheme with the aim to limit and reduce the CO2 emissions of more than 11,000 power

and manufacturing plants in 31 countries. The ETS is currently in its third phase, which

will last until 2020. The first phase took place from 2005 to 2007, and the second one from

2008 to 2012. The fourth trading phase will start in 2021. The establishment of an ETS

for the European Union was first evoked in the “Green Paper on greenhouse gas emissions

trading within the European Union” (European Commission, 2000). To this publication

followed a period of consultation and the submission of comments by businesses, NGOs

and governments. The summary of these comments was published in May 2001 (European

Commission, 2001), presenting more information and clarity to the shape that the ETS

would be taking. Notwithstanding this, the Emissions Trading Directive 2003/87/EC was

not published until 2003. In what follows, we take a conservative view and consider that an

announcement effect of the ETS could have emerged as early as in 2001.

Participating installations are required to surrender, at the end of each year, one Euro-

pean Union Allowance (EUA) for each ton of gas they have emitted over the year. Partici-

pants are free to buy additional EUAs or sell excess EUAs on an international market. They

can also bank or borrow EUAs to balance their needs across years. A comprehensive review

of the history and structure of the ETS can be found in Ellerman et al. (2016).

A brief discussion of the participation criteria is needed in order to motivate how we
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Figure 1: Regulation status at the plant level

distinguish between treatment and control firms. These criteria were first spelled out in the

Emissions Trading Directive 2003/87/EC and transposed into national laws.2 In France,

participation in the ETS is mandatory for all combustion installations with a rated thermal

input of 20 mega Watts (MW) or more. This order of magnitude is mostly relevant to heat

and power generation, regardless of the industry. While combustion installations account for

the lion’s share of total emissions under the cap, industrial installations are also included if

they (i) specialize in certain industrial activities and (ii) exceed specific capacity thresholds.

These process-based definitions target, inter alia, pulp and paper mills, coke ovens, petroleum

refineries, non-metallic mineral products (including the manufacture of glass, ceramics, and

cement), and the manufacture of basic metals.3 Indirect emissions are not taken into account,

nor are electricity imports.

As is explained in Section 3.2 below, we match ETS installations to the manufacturing

establishments operating them. An establishment identified in this way is considered as

treated and referred to as an ETS plant. In the same vein, a firm is considered as treated

and referred to as an ETS firm if it owns at least one ETS plant. As Calel and Dechezleprêtre

(2016) and others have noted, the imperfect overlap in the definition of an installation used

in the Emissions Trading Directive and the definition of plants and firms in official statistics

induces variation in treatment status even among firms of similar size. This variation may

arise because a fixed total capacity of a combustion or process-regulated activity at the plant

level can be spread over multiple installations of varying capacity. As depicted in Figure ??

2To harmonize criteria across countries, as well as to include additional sectors, the directive was later
amended (Directive 2009/29/EC)

3Beginning in 2012, emissions from other industries, such as aviation, have been included in the ETS as
well.

5



example, a total of 30MW rated thermal input can be achieved with a single installation

that, due to its size exceeding 20MW is regulated, or with a set of smaller installations of

15MW each that are not regulated.

In our baseline specification we shall consider treatment status at the firm level, as this

internalizes within-firm spillovers in multi-plant firms and precludes double-counting. In

further analysis, we shed light on those important aspects in order to obtain a more complete

picture of the firms’ behavioral response to incomplete regulation.

2.2 Related Literature

A growing empirical literature focuses on evaluating the effectiveness and costs of the ETS. A

recent article by Martin et al. (2016) reviews this literature, in particular the early evaluation

studies. Of particular relevance to our paper is a recent strand of microeconometric studies

combining matching with a differences-in-differences estimator for evaluating the impact of

the ETS on a variety of outcomes at treated firms. For instance, Calel and Dechezleprêtre

(2016) analyze patent applications and find a small but significant positive impact on in-

novation among treated firms. Petrick and Wagner (2014), Jaraite and Maria (2016) and

Klemetsen et al. (2016) study the impact of the ETS on CO2 emissions using administrative

data for manufacturing firms in Germany, Lithuania, and Norway, respectively. They find

empirical support for emissions reductions among treated firms during the second phase of

the ETS in some countries. In addition, none of these studies finds a detrimental effect of

the ETS on the economic performance of participating firms. In a European-wide study

based on balance-sheet data from multiple countries, Marin et al. (2017) provide evidence

to suggest that the EU ETS did not negatively impact various measures of economic per-

formance, including total factor productivity.4 Using administrative data on German firms,

Lutz (2016) also finds no significant negative effect of the ETS on revenue-based measures

of productivity. Finally, Borghesi et al. (2016) test whether the ETS drove outward Foreign

Direct Investments (FDI) in a large sample of Italian firms. They find increases in outward

FDI on the intensive margin but no effect on the extensive margin.

Our paper contributes to this literature in a number of ways. First, we contribute to the

strand of single-country studies of the ETS by providing new evidence on its environmental

and economic performance impacts on French manufacturing firms. The French administra-

tive data are rich in detail and of high quality. Furthermore, France is an interesting country

to study because of its size and due to the fact that energy prices have been low com-

pared to similar countries. Second, we exploit the fact that the French statistical authorities

4Chan et al. (2013) use similar data in a differences-in-differences analysis for selected energy-intensive
sectors, but they do not match on observables to mitigate potential bias.
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use a unique establishment identifier to perform high-quality entity linking across multiple

datasets. This enables us to go beyond the existing research on various fronts. For instance,

ours is the first paper to take the analysis to the sub-firm level, shedding light on treatment

heterogeneities across plants and intra-firm leakage. Third, we link the core dataset to rich

customs data on firm-level trade flows in order to assess possible leakage effects between

firms in and outside the EU. By shedding light on various channels of leakage, this study

makes an important step towards assessing the performance of market based instruments in

the presence of incomplete environmental regulation.

3 Data

We compile a dataset of French manufacturing firms for the years from 1996 until 2012.

This time interval covers several years prior to the announcement of the ETS in 2001, the

announcement phase between 2001 and 2004, and and Phase I (2005-2007) and Phase II

(2008-2012) after the implementation of the scheme. The data are obtained from various

sources.5

3.1 Data sources

3.1.1 Energy and emissions data

We obtain detailed fuel use data from the Annual Survey of Industrial Energy Consumption

(EACEI),6 a survey conducted annually by the French National Institute of Statistics and

Economic Studies (INSEE - Institut National de la Statistique et des études économiques

). The survey provides quantities and values of energy consumed by fuel type7 - broadly

speaking, electricity, steam, fossil fuels and biofuels - as well as by usages for each type

of fuel.8 Other variables available in the survey include geographical location and sectoral

classification.

5Firm- and plant-level data from the French Statistical Office used in this paper were provided for
research purposes by authorization of the Comité du Secret Statistique.

6In French: Enquête annuelle sur les consommations d’énergie dans l’industrie.
7Information for the following fuel types is requested from the surveyed firms: electricity (bought, auto-

produced and resold), vapor, natural gas, other types of gas available on the network, coal, lignite, coke,
butane, propane, heavy fuel oil, heating oil, other petroleum products, the black liquor (a byproduct of the
chemical decomposition of wood for making paper pulp), wood and its by-products, special renewable fuels,
special non-renewable fuels.

8Electricity usages include: driving force, thermal uses, other uses (including electrolysis). For other
types of energy, the survey distinguishes between manufacturing use, electricity production, raw materials
use, heating use and other purposes.
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Having reliable data on CO2 emissions is of central importance to our study. We calculate

emissions at both treated and untreated firms using the detailed energy consumption data

from EACEI in conjunction with standardized conversion factors provided by the French

Environment & Energy Management Agency (ADEME).9 Consequently, a firm will only be

in our core dataset if it reports detailed energy consumption data under the EACEI. The

sampling frame for the EACEI includes all French manufacturing establishments,10 and the

response rate is close to 90 percent. This speaks to the high representativeness of the dataset,

but it is important to note that not all establishments are covered, and that sampling rules

have changed over time.

Until 2007, firms included in the EACEI survey were in sectors 12 to 3711 according to the

NAF rev.1 classification, equivalent at the two-digit level to the NACE rev.1. In more recent

years, different sampling weights were applied to draw about 12,000 establishments for the

sample. Specifically, the sample includes (i) all industrial establishments with 20 employees

or more in the most energy consuming sectors12; (ii) all establishments with more than

ten employees in sector 20.11Z (manufacturing of industrial gases); (iii) all establishments

with more than 250 employees on the 31st of December of that year; (iv) a random sample

of establishments with employment between 20 and 249 employees in sectors that are not

energy intensive.

In sum, while the subsequent analysis is not based on the universe of French manufactur-

ing firms, it draws on a database designed to provide a representative picture especially of the

most energy intensive firms in French manufacturing while living up to the high standards

of data collection for official statistics in France.

3.1.2 Financial data

The employment and financial variables are obtained from French fiscal data. Tax returns

filed by firms with the French Ministry for the Economy and Finance are collected in the

annual fiscal census of manufacturing, mining and utilities firms called Unified Corporate

Statistics System (SUSE). We use two datasets that are based on SUSE, namely the FICUS

database which covers the years from 1994 to 2007, and its successor FARE which provides

data for the years from 2008 until 2012. These datasets provide general information about the

9ETS participants in France are required to use the same conversion factors when reporting their emis-
sions.

10The level of survey is the establishment rather than the enterprise given that energy consuming mate-
rials, electricity and gas meters and fuel tanks are held at that level.

11The following sectors are excluded: 15 - Manufacture of food products and beverages, 20.1A, 22.1 and
23

1223.32Z - Manufacture of bricks, tiles and construction products, in baked clay; 23.51Z Manufacture of
cement; 23.52Z- Manufacture of lime and plaster
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firm (identifier, industry classification, head office address, total number of workers employed,

age, etc.), the income statement (containing variables such as total turnover, total labor costs

and value added) as well as balance sheet information (e.g. various measures of capital, debt

and assets).13 To measure capital, we used the value of the gross fixed tangible assets, which

includes machinery, equipment and buildings.

3.1.3 Trade data

Trade data for the period of 1995 to 2012 are obtained from French Customs (DGDDI)

and are reported at the firm level. The raw data are based on customs declarations that

firms are required to submit, and which provide comprehensive annual records of value

and quantity of exports/imports by destination/origin country at the eight-digit product

CN8 level. The customs dataset has been used previously in the trade literature (Eaton

et al., 2011; Mayer et al., 2014) and includes the universe of trade flows from and to French

firms, although reporting thresholds exist for compulsory declarations inside and outside the

European Union. Outside the EU, exports or imports are only reported if their annual total

is above e1,000 or 1,000 kg. Within the EU, these thresholds vary through time and by

direction. In order to harmonize these different thresholds, we consider as non traders firms

whose total exports or imports within or outside the EU are less than e150,000.

3.1.4 EU Transaction Log data

The European Union Transaction Log (EUTL) is the official registry of the EU ETS. It

provides a list of all regulated installations, past and present.14 Each ETS installation

has an “operator holding account” in its national registry, into which its own allowances are

issued. Any individual or organization wishing to participate in the market is able to open up

their own “person holding account” in any of the registries. The internet portal of the EUTL

makes publicly available contact details for each account, the number of allowances allocated

under the “national allocation plan” and the compliance position of each installations, which

is calculated as the net balance of surrendered EUAs and verified emissions. This information

is provided at the annual level.

13Observations displaying extreme growth in employment and value-added and emissions and emissions
intensity are dropped.

14When the EU ETS was established in 2005, each member state created its own national registry con-
taining allowance accounts for each plant and other market participants. These registries interlinked with the
Community Independent Transaction Log (CITL), operated by the Commission, which records and checks
every transaction. Since 2012 the ETS registry has been operated in a centralized fashion as the EUTL.
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3.2 Linking

The quality of the link between entities across data sets is an important determinant of the

overall data quality in the empirical analysis to follow. Linking the EACEI, FICUS/FARE

and trade data is straightforward as all three datasets use the SIREN (Système d’Identification

du Répertoire des Entreprises) number as their identifier. Although each plant in the EACEI

is identified by a SIRET number, the SIREN number corresponds to the first nine digits of

the SIRET number. While the business data set is maintained by INSEE, the national ETS

registry is managed by Caisse des Dépôts. The latter institution provides a link between

the permit identifier (GIDIC) from the national registry and the SIREN identifier from

INSEE. We combine this information with postcode identifiers to identify plants. When

multiple plants of an ETS firm share the same postcode, we resort to name matching and

latitude-longitude information available in the CITL in order to establish the linking to the

corresponding plant in EACEI. Less than twenty manufacturing plants include more than

one installation. In this way, we obtain an almost perfect link between manufacturing firms

and plants and installations in the EUTL. We drop firms that we do not observe them either

before the policy was announced in 2000 or after it was introduced in 2005 as this would

prevent us from running our analysis.

3.3 Descriptive statistics

The resulting dataset includes 5,867 plants owned by 2,871 firms. 236 plants within 151

firms are part of the EU ETS. We expect that there is considerable treatment heterogeneity

across plants, depending on whether a plant belongs to (i) a multi-plant firm with ETS

plants only (fully-regulated firm), (ii) multi-plant firm with both ETS and non-ETS plants

(partly-regulated firm), or (iii) a single-plant ETS firm. We observe that close to 70% of

ETS plants are part of firms with non-ETS facilities and represent close to 60% of total

emissions by ETS firms in 2000. Within the subset of firms that are partly regulated, 65%

of the plants are not regulated by the ETS.

The first column of Table 1 shows how ETS and non-ETS firms differ with respect to

the main variables that are available from our different datasets. We can see that ETS

firms are on average larger, regardless of whether size is measured in terms of employment,

value added, capital or imports. They also emit more CO2 emissions and are more carbon

intensive, as can be seen in the significant and large coefficients for log CO2 and for the

coal share. The following section describes how we construct a representative control group

to compare regulated and non-regulated firms and plants given the observed differences in

covariates.
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4 Research Design

In this study, we exploit variation in the selection criterion by which firms are required to

join the ETS. Building on the potential outcomes framework commonly used in the program

evaluation literature, we propose that firms can be in one of two states: either part of the

market-based ETS, or prevailing in a state of business as usual.15

4.1 Semi-Parametric Differences-in-Differences

Let ETSi = 1, if firm i is a member of the ETS and is therefore part of the treatment

group. Firm i is part of the ETS if it owns at least one installation that is regulated under

this policy. Let ETSi = 0 if firm i is not part of the ETS and is therefore part of the

control group.The potential outcomes Yit(1) and Yit(0), conditional on membership and non-

membership respectively, denote the outcome variables of interest for installation i in the

post-treatment period (t = 1) or the pre-treatment period (t = 0). We are interested in

estimating the average treatment effect on the treated (ATT)

αATT = E[Yi1(1)− Yi1(0)|ETSi = 1] (1)

where αATT measures the average effect of the ETS on the outcome variable of interest.

The problem in identifying the causal effect of the ETS arises from missing data. Firm-

level emissions data for ETS participants, during the years following the implementation of

the program, can be used to identify E[Yi1(1)|ETSi = 1]. However, E[Yi1(0)|ETSi = 1] is

not observed. To address this issue, counterfactual outcomes are constructed using emissions

observed at firms that are not subjected to the ETS for the duration of the study.

Constructing such counterfactual outcomes is one of the key challenges in empirical re-

search with non-experimental data. A naive estimate of the αATT is obtained by computing

unconditional differences-in-differences for ETS firms and non-ETS firms. Even when con-

trolling for observables, the differences-in-differences estimator may attribute some of the

changes between the outcome variables to the ETS when they could really be the result of

other systematic differences between treatment and control plants.

In order to reduce the bias induced by systematic differences between ETS and non-ETS

firms, we combine a semi-parametric conditioning strategy with a differences-in-differences

approach. This is the idea behind the generalized difference-in-difference estimator suggested

15See Holland (1986) for a deeper discussion of causal inference, the potential outcomes framework, and
its history.
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by Heckman et al. (1997, 1998):

αmatched
ATT = E[Yi1(1)− Yi0(1)|Xi, ETSi = 1]

=
1

N1

∑
j∈I1

{
(Yjt1(1)− Yjt0(0))−

∑
k∈I0

ωjk(Xj, Xk) · (Ykt1(0)− Ykt0(0))

}
(2)

where I1 denotes the set of ETS firms, I0 the set of non-ETS firms, and N1 the number

of participating firms in the treatment group. The treated firms are indexed by j; the

control firms are indexed by k. The weight placed on a non-ETS firm when constructing the

counterfactual estimate for ETS firm j is ωjk. These weights can be calculated using any

matching approach.

In our application, we implement this approach as a differences-in-differences regression

on a matched sample obtained in a one-to-one nearest-neighbor matching. The regression

equation is given by

(Yj,t − Yj,2000)− (Yk,t − Yk,2000) =
4∑

τ=1

2012∑
t=1996

βτ × 1{t ∈ Θτ}+ εjt

where

Θ1 = {1996, . . . , 1999} Pre-announcement period

Θ2 = {2001, . . . , 2004} Announcement period

Θ3 = {2005, 2006, 2007} Trading Phase I

Θ4 = {2008, . . . , 2012} Trading Phase II.

The LHS of Equation (4.1) denotes the difference in outcome between treated firm j and

matched control firm k in year t relative to the base year 2000, i.e. just before the an-

nouncement of the EU ETS. The coefficients of interest are βτ = αmatchedATT for Phase τ , which

provides the relative effect of the EU ETS on regulated firms in phase τ , compared to the

year 2000.

They capture the effect of the ETS on treated plants, relative to the matched control

plant, in each year relative to the year 2000.

4.2 Implementation

This section explains how we construct counterfactual outcomes for treated firms in the ETS

by matching them to control firms that are observationally similar. The discussion relates
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to our main specification. The appendix provides alternative specifications and robustness

tests.

4.2.1 Matching Variables

We follow Fowlie et al. (2012) and match treated firms to control firms based on (i) the

logarithm of CO2 emissions in the year 2000 (the year prior to the announcement of the

ETS) and (ii) on the exact 2-digit sector of the firm.

Some firms in our sample own plants that engage in different activities, as specified by

their NACE sectoral classification. To account for this, we define a new sector variable

SUPERNACE at the firm level which is based on the combination of these plant-level ac-

tivities. For example, if a firm owns two plants and both produce in NACE 12, then the

SUPERNACE is 12 and the firm would be matched to a control firm in the same sector

(with SUPERNACE 12). In contrast, for a firm with one plant producing in NACE 12 and

another one in NACE 17, we define SUPERNACE to be 1217 and match it to a control

firm within SUPERNACE 1217 (where the ordering of sectoral codes does not matter, e.g.,

SUPERNACE “1217” is equivalent to SUPERNACE “1712”).

The set of matching variables is chosen to produce a comparison group that has similar

characteristics as the treatment group while maximizing the number of successful matches.16

This parsimonious matching strategy allows us to verify that covariates are balanced between

treatment and control firms across both matched and unmatched variables. Moreover, rather

than matching on pre-treatment trends we let the data speak to the validity of the assumption

that pre-treatment trends in the outcome variables are parallel. The exact match on sector

controls for sector specific shocks to the outcome variables post treatment.

4.2.2 Sample Restrictions

Following the above matching steps, we impose further restrictions on the sample in order to

improve the plausibility of the set of control firms. We impose a maximum nearest-neighbor

distance by restricting matched control firms to be within the 95 percentile of the distance

distribution. Moreover, we restrict the difference in the number of plants between treatment

and control firms to be lower than four. For example, a match between a treatment firm

with 10 plants to a control firm with 7 plants or 13 plants would be included in our analysis

sample. However, a match between a treatment firm with 10 plants to a control firm with 6

plants or 14 plants would be excluded.

16Appendix A presents balance tests and results based upon alternative matching specifications.
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Table 1 provides pre-match and post-match balance tests which highlight the improve-

ment in common support that is achieved through the matching process and sample re-

strictions. Figures A.1 and A.2 in Appendix A present graphical evidence analogous to the

balance tests. Our matching does not completely eliminate differences between treated and

controls. Having panel data helps in this regard as it allows us to difference out persistent

heterogeneity between treated and control firms.

4.2.3 Inference on Post-Matching Regression Coefficients

It has been argued that matching can be seen as a pre-processing step to estimation and

thus be ignored in the computation of standard errors (Ho et al., 2007). However, Abadie

and Spiess (2016) demonstrate that bias in the estimation of the variance can occur if the

covariates in the regression are correlated with the error term, conditional on the variables

that have been matched on. They demonstrate that valid inference can be conducted if units

one matches without replacement and clusters standard errors at the level of the match.

Matching without replacement implies that a given control firm will only be used as a

match in a given year for one particular treated firm. This has the potential downside of

introducing bias in the asymptotic distribution of the post-matching regression estimator,

especially when few suitable controls are available relative to the number of treated units.

In our application, the number of control firms turns out to be low for a number of sectors.

Matching without replacement reduces our analysis sample by 33% compared to matching

with replacement.By contrast, matching with replacement allows for a larger sample size

because multiple treated firms can be matched to the one control firm that best fulfills the

matching criteria.

Given the trade-off between minimizing bias in the point estimates vs. in the standard

errors, we give priority to the former and use matching with replacement in our main specifi-

cation. To address the point made by Abadie and Spiess (2016), we cluster in two ways. The

first cluster is at the level of the match (the firm) and also addresses serial correlation. The

second cluster is at the control-firm-year level to account for correlation across observations

that are matched to the same control observation. This second cluster is redundant in the

event that each treatment firm is matched to a unique control firm.

4.2.4 Empirical support for identifying assumptions

Identifying the average treatment effect on the treated with the research design presented

above is predicated on a number of assumptions, some of which are straightforward to exam-

ine in the data. For instance, the common support condition can be evaluated by studying
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Table 1: Difference-in-Means between Regulated and Unregulated Firms

(1) (2)

Pre-Match Post-Match
Difference Difference

(Full Sample) (Matched Sample)

log (CO2) 2.284∗∗∗ 0.359∗∗

(0.126) (0.175)

log (Employment) 0.620∗∗∗ 0.325
(0.096) (0.269)

log (Value Added) 0.081∗∗∗ 0.265
(0.106) (0.218)

log (Capital) 1.175∗∗∗ 0.406∗

(0.129) (0.210)

log (Imports) 0.961∗∗∗ 0.578∗

(0.164) (0.316)

log (Imports) (Non-EU) 1.364∗∗∗ 0.824∗

(0.195) (0.442)

log (Imports) (EU) 0.851∗∗∗ 0.337
(0.166) (0.319)

(Coal Share) 0.0206∗ 0.00741
(0.0111) (0.0135)

(Gas Share) 0.080∗∗∗ -0.063
(0.020) (0.081)

(Electricity Bought Share) -0.034∗∗∗ -0.025
(0.010) (0.248)

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Presented coeffi-

cients report the difference in outcome variables between treatment and control firms.

Column 1 presents the average difference between unmatched treatment and control

firms. Column 2 presents the average difference between matched treatment and con-

trol firms. Distance restrictions between treatment and control plants are imposed at

the 95th percentile. Standard errors are clustered at the firm-level (Pre-Match) and

two-way clustered by firm and matching group (Post-Match).
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density plots of the kind presented in Appendix A.1 or even enforced by the matching algo-

rithm.

What is more, the assumption that outcomes across groups follow parallel trends in the

absence of treatment can be falsified by looking at data. In the results to follow we report

a placebo treatment effect during the pre-announcement period, which allows the reader to

assess the plausibility of that assumption one specification at a time.

Another assumption commonly made in program evaluation is that the potential out-

comes at one firm are independent of the treatment status of other firms – the stable

unit treatment value assumption (SUTVA; Rubin, 1980). SUTVA is necessary to rule out

spillovers and general equilibrium effects. Although SUTVA is not testable, researchers have

successfully evaluated its plausibility through indirect tests and provided some insight into

the sign of the bias (Fowlie et al., 2012). Spillovers are potentially important in our applica-

tion, as it might be the case that within a firm, emissions are reallocated from ETS plants to

non-ETS plants, or that the policy may results in general equilibrium effects between treat-

ment and control firms. If the ETS affects the productivity of larger firms, non-regulated

firms may increase their market share, increasing output and emissions. By aggregating our

analysis to the firm level we are able to internalize any spillovers within-firm; however, we

are unable to rule out spillovers between firms a priori.

5 Results

5.1 Firm-level Results

We begin by estimating the effects of the ETS on firm-level emissions, inputs (employment

and tangible assets) and value added, using the research design discussed previously. The

results of this exercise are presented in Table 2 and Figure 2.

The first column of Table 2 reports the treatment impact on CO2 emissions, the outcome

targeted by the ETS, for different time periods. We cannot reject the hypothesis that there

were no differences in emissions trends across groups prior to the announcement of the ETS.

However, following its announcement, we see that ex-post regulated firms increased their

CO2 emissions by 6.6 percentage points relative to ex-post unregulated firms. This increase

could be motivated by rent seeking. If regulated firms correctly anticipated that they were

going to receive free permits in proportion to historical emissions under a grandfathering

allocation scheme, they could extract large permit rents by ramping up emissions during the
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Table 2: The Effect of the EU ETS on Firm Outcomes

(1) (2) (3) (4)

∆ log(CO2) ∆ log(VA) ∆ log(Emp) ∆ log(Capital)

Pre-Announcement 0.011 0.033 0.022 0.017
(0.020) (0.027) (0.019) (0.027)

Announcement Period 0.066∗∗∗ 0.050 0.011 0.0046
(0.025) (0.038) (0.025) (0.028)

Trading Phase I 0.001 -0.023 -0.045 -0.033
(0.045) (0.051) (0.038) (0.046)

Trading Phase II -0.135∗∗ -0.005 -0.075 0.077
(0.059) (0.098) (0.056) (0.083)

Mean of exp(Dep. Var.) in 2000 85.83 53,515 668 132,089

Observations 1,575 1,575 1,575 1,542

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment and

control firms are imposed at the 95th percentile. Standard errors are two-way clustered by firm and matching

group.

announcement phase.17 18

During Trading Phase I of the ETS, we find that there are no differences in emissions be-

tween treated and control firms, suggesting that Phase I was ineffective in reducing emissions

by more than what would have happened in absence of treatment. This is consistent with

the fact that the system on aggregate was over-allocated and thus compliance was not costly

(Ellerman and Buchner, 2008). Furthermore, the point estimate implies that the ramping-up

effect from the announcement phase has been neutralized.

Moving on to Phase II, we find that regulated firms reduced their emissions by 13.5%,

relative to the year 2000, compared to unregulated firms. This result suggests that the ETS

has been rather effective in its prime objective to reduce emissions and calls for further

investigation of the pathways of emissions abatement.

A look to economic performance outcomes, reported in the remaining columns of Ta-

ble 2, provides a first insight. The estimated coefficients for value added and employment,

reported in columns two and three, respectively, are all statistically insignificant at con-

ventional levels. During the pre-treatment phase, we cannot reject the hypothesis of equal

trends in valued added and employment across treated and control firms. The ramping-up

17Under the French National Allocation Plan for trading phase I, free permits were granted to industrial
installations in proportion emissions during the period from 1996 until 2002. For new installations, data
from 2004 and 2005 would also be taken into account. Cf. Ministère de l’environnement (2005)

18Bushnell et al. (2013) present evidence that free permit endowments were highly valued by investors of
publicly traded firms that were regulated under the ETS.
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of emissions observed during the announcement period is mimicked by a point estimate for

value added of similar magnitude; however, this is statistically insignificant. After that, the

changes in value added are disentangled from changes in CO2 emissions, suggesting that

emissions abatement is not simply brought about by a reduction in the scale of production.

The point estimates for employment are negative in both trading phases. However, the large

standard errors imply that the null hypothesis of no employment impact cannot be rejected.

The last column of Table 2 reports the effect of the EU ETS on tangible assets. Investment

in capital is a plausible mechanism for actual emissions abatement, because regulated firms

might invest in more efficient machinery and boilers to bring down carbon emissions while

maintaining output levels constant. The point estimates we obtain fluctuate around zero

and are quite noisy (reflecting the lumpiness in adjustments to capital). Again we cannot

reject the Null hypothesis that there is no significant difference between the accumulation

of tangible assets at treated and control firms. This suggests that either the abatement

investments made were too small to be salient in the overall investments made by firms, or

that firms engaged in other margins of adjustment to reduce emissions.

Figure 2 reports annual treatment effects on CO2 emissions, employment, value added,

and capital, along with 95%-confidence bands. The increase in emissions during the an-

nouncement period as well as the decrease in Phase II are apparent. The annual coefficients

are estimated with more noise than the period averages reported in Table 2. For value added,

employment and capital, none of the annual treatment effects is estimated with precision.

Our results also provide first indications regarding concerns about economic performance

and carbon leakage. Firstly, if a regulated firm becomes less competitive in the product

market we would expect to see a reduction in output. Secondly, if a regulated firm abates

carbon emissions by out-sourcing carbon intensive parts of the value chain we would expect

an increase in intermediate inputs. Both adjustments should reduce value added, but we

find no such effect.

While this would suggest that the emission reductions we find translate into abatement

in the global sense, we cannot rule out that there is no other reallocation of emissions within

France, either between regulated and non-regulated installations within-firm, or between

regulated and unregulated firms. We will examine some of the possible channels and margins

of adjustment more directly in the following sections, firstly by examining partially regulated

multi-plant firms - i.e. firms with both ETS and non-ETS installations - within France and

secondly by looking at imports of intermediates from abroad.
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Figure 2: Changes in outcome variable at treated vs. control firms

(a) CO2 emissions (b) Value-Added

(c) Employment (d) Capital

Notes: The four sub-figures represent the differences in log(CO2 emissions), log(Value added),
log(Employment), and log(Capital) between treatment and control firms over time, with the same matching
approach as for the results in Table 2 and with 2000 as the base year. Confidence interval bars at 95%. The
red lines divide the sample into four phases: (i) pre-announcement, (ii) annoucement period, (iii) Trading
Phase I and (iv) Trading Phase II (from left to right).
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Figure 3: Regulation status at firm level

Source: Own.

5.2 Unbundling Firm-level Emissions Reductions

In this section we explore the degree to which emission reductions may have arisen as a result

of firm-level adjustments to the organization of the production process that shift emissions

elsewhere instead of avoiding them. Specifically, we hypothesize and empirically test two

such adjustments. First, firms may reallocate emissions from regulated to unregulated facil-

ities within the firm. This behavior would imply that the firm-level estimate of abatement

reported in Table 2 is smaller than what it would have been in the absence of intra-firm

emissions shifting. Second, firms may adjust their supply chains, resulting in a reallocation

of “dirty” production from regulated firms to unregulated firms. While we are unable to

look at domestic sourcing of intermediate inputs, we shall empirically examine the extent to

which this effect operates through international trade.

5.2.1 Fully regulated ETS firms vs. partly regulated ETS firms

We begin by exploring heterogeneity in the treatment effects of the EU ETS with respect

to the treatment intensity, which determines the scope for within-firm reallocation. To this

end, we define fully regulated firms as firms that own only ETS plants, and partly regulated

firms as firms that own at least one unregulated plant and thus have the ability to remove

emissions from the ETS through within-firm reallocation (see Figure 3 for an illustration).

We then re-estimate Equation 4.1 and interact the treatment effect for each period with a

dummy for fully regulated firms.

The results are presented in Table 3 which reports the treatment effects for each group.19

19For better comparability, the table reports total effects for both groups rather than level effects for
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Table 3: Heterogenous Effects of the EU ETS on Firm Outcomes

(1) (2) (3) (4)

∆ log(CO2) ∆ log(VA) ∆ log(Emp) ∆ log(Capital)

A. Fully regulated firms

Pre-Announcement 0.001 0.071** 0.022 0.084
(0.025) (0.032) (0.022) (0.054)

Announcement Period 0.044 0.039 0.006 -0.053
(0.032) (0.045) (0.025) (0.038)

Trading Phase I -0.077∗ -0.090 -0.051 -0.062
(0.044) (0.060) (0.039) (0.084)

Trading Phase II -0.231∗∗∗ -0.050 -0.088 0.031
(0.062) (0.110) (0.062) (0.134)

Mean of exp(Dep. Var.) in 2000 92.128 32,868 439 91,237

B. Partly regulated firms

Pre-Announcement 0.010 -0.028 0.021 -0.034
(0.029) (0.043) (0.032) (0.049)

Announcement Period 0.097∗∗∗ 0.068 0.020 0.036
(0.033) (0.053) (0.040) (0.039)

Trading Phase I 0.114 0.077 -0.036 0.004
(0.072) (0.078) (0.067) (0.077)

Trading Phase II 0.0047 0.060 -0.057 0.058
(0.090) (0.139) (0.088) (0.086)

Mean of exp(Dep. Var.) in 2000 76.256 84,899 1,016 194,186

Observations 1,575 1,575 1,575 1,542

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment

and control firms are imposed at the 95th percentile. Coefficients reported in panels A and B are obtained

in a single regression for each column, with treatment interactions for fully regulated. These coefficients are

displayed as the level effect for a given period plus the interaction term, e.g. Phase II + Phase II × (Fully

Regulated). Standard errors are two-way clustered by firm and matching group.
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The first column reveals a fundamental difference in how firms with different regulation

status respond to the ETS. While the group of fully regulated firms drives the emissions

reductions found in Table 2 above, the group of partly regulated firms drives the ramping-up

effect also documented there. Specifically, panel A shows that fully regulated firms reduced

their CO2 emissions during both trading phases, notably in Phase II by 23% relative to

unregulated firms. As was found already for the full sample, this abatement is accompanied

by no significant change in value added (column 2), employment (column 3), or capital

(column 4).20

In contrast to this, panel B shows that partly regulated firms ramped up emissions

by 9.7% during the announcement period, presumably in the hopes of obtaining higher

allocations of free permits at a later trading stage. No significant reduction occurs during

the trading phases as these firms have the ability to reallocate emissions and economic

activity across plants within firm. The heterogeneity in treatment effects across firms that

have different opportunities for shifting emissions within-firm in ways that remove them from

the cap highlights that this kind of leakage could be potentially important. We shall examine

this hypothesis in the next section in the framework of a plant-level analysis of the impact

of the EU ETS on emissions.

Before doing so, we explore the heterogeneity of the treatment effects across firms of

different treatment intensity with respect to abatement via fuel switching. Table (4) reports

coefficient estimates from Equation 4.1 modified to include an interaction term for fully reg-

ulated firms, and for four relevant outcomes. The first three columns focus on the overall fuel

mix by reporting the change in the share of coal, natural gas, and electricity, respectively, in

total energy consumption. The dependent variable in column 4 is (the change in) the share

of electricity bought from the grid in total electricity consumption. For fully regulated firms

(panel A) we do not find any significant changes to their fuel mix in any of the periods. How-

ever, these firms increase the share of bought electricity by 6.2 percentage point in Trading

Phase II. That is, while holding overall electricity consumption constant (or decreasing it if

the imprecise point estimate in column 3 is taken at face value), this type of firm switches

from own generation to grid electricity, 85% of which is generated from zero-carbon sources

in France. In contrast, we find no such effect for partly regulated firms. This was to be

expected having found that the average firm in this group does not abate CO2 emissions.

The only significant coefficient arises during the announcement period, where these firms in-

crease the use of electricity in their fuel mix by 5.4 percentage point. To the extent that this

partly regulated firms and interaction effects for fully regulated firms.
20Fully regulated firms do exhibit stronger increases in value added during the pre-treatment period,

however.
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Table 4: Heterogenous Effects of the EU ETS on Firm Energy Outcomes: Fuel Switching

(1) (2) (3) (4)

∆(Fuel shares in total energy use) ∆
(

Electricity bought
Total electricity

)
Coal Natural gas Electricity

A. Fully regulated firms

Pre-Announcement 0.002 0.029 -0.002 0.012
(0.006) (0.025) (0.007) (0.023)

Announcement Period 0.007 0.023 -0.036 0.019
(0.032) (0.026) (0.025) (0.015)

Trading Phase I 0.002 0.044 -0.037 0.006
(0.01) (0.039) (0.025) (0.014)

Trading Phase II 0.006 0.073 -0.046 0.062∗∗

(0.014) (0.051) (0.032) (0.025)

B. Partly regulated firms

Pre-Announcement 0.0002 -0.0183 0.0015 -0.0263
(0.0052) (0.0229) (0.0065) (0.0221)

Announcement Period -0.0002 0.0093 0.0540∗∗ 0.0038
(0.0328) (0.0208) (0.0227) (0.0060)

Trading Phase I -0.0152∗ 0.0100 0.0221 0.0107
(0.0091) (0.0327) (0.0235) (0.0073)

Trading Phase II -0.0109 -0.0604 0.0274 -0.0113
(0.0112) (0.0419) (0.0309) (0.00916)

Observations 1,575 1,575 1,575 1,573

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment

and control firms are imposed at the 95th percentile. Coefficients for fully regulated firms are displayed as

the level effect + the interaction term, e.g. Phase II + Phase II × Fully Regulated. Standard errors are

two-way clustered by firm and matching group.

electricity is generated on site with dirty energy sources, this can account for the ramping-up

of CO2 emissions found for this group of firms.21

5.2.2 Plant-level Analysis of Within-Firm Reallocation

We have adopted a firm-level approach to studying the impacts of the ETS not only because it

is instrumental in the construction of a credible counterfactual via matching, but also because

it accounts for centralized decision-making across plants that belong to the same firm and

hence avoids double counting of emissions reductions across those plants. However, when

21In Table B2 in Appendix B we report the corresponding coefficients estimated without the interaction.
While the ramping-up effect is present therein as well, the impact on the electricity bought share is masked
by the underlying heterogeneity in this regression.
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it comes to partly regulated firms, the firm-level regressions mask important heterogeneities

in the way that plants with different regulatory status respond to the ETS. To shed light

on this, we re-estimate Equation (4.1) at the plant level. In keeping with the view that

decision-making is not independent across plants that belong to the same firm, the matching

of treatment and control plants continues to be implemented at the firm level. That is, we

match every treated plant with the most suitable control plant from the same firm that we

used in the results above. This also maintains close comparability with the results obtained

above.

Table 5 reports the results obtained by this exercise. When including all 1,625 plants

in the regression (column 1) we find evidence of a (weakly significant) increase in emissions

during the announcement period, as well as significant reduction in emissions by 19% during

Phase II. These results are qualitatively similar to the firm-level results, except that the

ramping up effect is only marginally significant.

In column 2 we restrict our attention to ETS plants that belong to fully regulated firms,

including single-plant ETS firms. These plants are part of firms that have little scope for

within-firm leakage. Consistent with this premise, we estimate significant reductions in Phase

I (-12.7%) and Phase II (-24.1%), very similar to the corresponding firm-level estimates

reported in Panel A of Table 3.

The last three columns of Table 5 report treatment effects for plants in firms with both

regulated and unregulated plants. These plant-level estimates are thus underlying the firm-

level estimates reported in panel B of Table 3. The main finding is that the ramping up effect

during the announcement period is statistically significant at regulated plants but not at

unregulated plants. This is consistent with the rent-seeking motivation we have conjectured

earlier, because emissions at non-ETS plants have no effect on future permit allocations.

The results for the trading phases are less clear cut. We do not estimate a statistically

significant effect on emissions for either type of plant. This is consistent with the results

obtained in panel B of Table 3, where we estimated insignificant precise zero reductions in

emissions during Phase II. Moreover, the fact that the point estimates are of opposite sign

in column (4) is consistent with intra-firm reallocation of emissions. For instance, in Trading

Phase II the point estimate for regulated plants in partly regulated firms implies less than

half as much abatement than in fully regulated plants, while the one for unregulated plants

implies and increase in emissions by 15.1%. While these plant-level estimates suffer from a

lack of precision due to the limited sample size, they support the view that the installation-

based regulatory approach adopted under the ETS gives rise to a fundamental treatment

heterogeneity across plants of the same firm. In column (5) we assign unregulated plants in

regulated firms treatment status, alongside their already treated plants. We find that this
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pooled plant treatment results in no significant reduction in emissions, consistent with the

findings in panel B of Table 3.

Table 5: Within-Firm Reallocation? Plant-level Evidence

(1) (2) (3) (4) (5)

All Fully regulated firms Plants in partly regulated firms

ETS Non-ETS Both

Dependent variable is ∆ log(CO2)

Pre-Announcement 0.055 0.071 0.029 0.101 0.053
(0.035) (0.046) (0.052) (0.068) (0.044)

Announcement Period 0.050∗ 0.038 0.068∗ 0.057 0.060
(0.026) (0.038) (0.036) (0.078) (0.038)

Trading Phase I -0.053 -0.127∗∗∗ 0.063 -0.103 -0.006
(0.046) (0.037) (0.093) (0.148) (0.071)

Trading Phase II -0.190∗∗ -0.241∗∗ -0.108 0.151 -0.069
(0.0924) (0.0945) (0.150) (0.182) (0.127)

Mean of CO2 in 2000 65.79 85.322 35.135 20.061 33.011

Observations 1,625 999 628 469 1,086

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment and

control plants are imposed at the 95th percentile. Standard errors are two-way clustered by firm and matching

group.

In light of these findings, it seems likely that overall emission reductions would have

been substantially higher in the absence of within-firm reallocation. As partly regulated

firms represent close to 60% of regulated emissions, their ability to reallocate emissions

to unregulated plants undermines the overall effectiveness of the ETS. The question that

remains is whether the emission reductions within fully regulated firms are real, or the result

of between-firm leakage.

5.3 Emissions and International Trade

A specific channel of between-firm reallocations that we are able to empirically analyze is

the extent to which the ETS induced increases in imports from outside of the ETS. We test

this hypothesis by fitting Equation (4.1) to firm-level import data. Table 6 presents the

results of this exercise. In column 1 we estimate the impact of the ETS on total imports,

finding no significant effects. Columns two and three break up import flows according to

whether they come from countries that participate in the ETS and from those that are not

part of the ETS. In either case, we cannot reject the Null hypothesis that the ETS had no
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effect on imports. On balance, this evidence points to a rather limited role that between-firm

reallocations through trade may have played in explaining the estimated emission reductions.

These findings hold whether we look at all firms or restrict our attention to fully regulated

ETS firms.

Table 6: Carbon Trading or Trading Carbon? Firm-Level Imports

(1) (2) (3)

Total ETS Countries Non-ETS Countries

∆ log(1+Imports) ∆ log(1+Imports) ∆ log(1+Imports)
Pre-Announcement -0.124 -0.224 -0.169

(0.098) (0.168) (0.124)

Announcement Period 0.0048 -0.0358 -0.095
(0.127) (0.129) (0.200)

Phase I -0.014 -0.142 0.254
(0.158) (0.165) (0.242)

Phase II -0.199 -0.111 -0.585
(0.197) (0.210) (0.486)

Mean of exp(Dep. Var.) in 2000 49,563 23,594 25,969

Observations 1,610 1,610 1,610

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment and

control firms are imposed at the 95th percentile. Standard errors are two-way clustered by firm and matching group.

Furthermore, we test whether the ETS changed imports at the extensive margin by

analyzing their portfolio of imports. The results are reported in Table 7 and exhibit no

changes in the number of products, or countries that the firm imports from. Thus, if there

are any adjustments to imports, they must be happening within the same portfolio, along

the intensive margin.

Collectively, this evidence suggests that there is limited between-firm reallocations of

emissions occurring through international trade. This is encouraging as it suggests that the

estimated emission reductions in our main results contribute to emissions abatement at the

global scale. However it may also be the case that between-firm reallocations are limited

because firms engage in within-firm reallocations at a lower cost. As discussed, the overall

reduction in emissions would have been substantially larger in the absence of within-firm

reallocations, assuming that firms would not then engage in between-firm reallocations as a

substitutable avoidance strategy.
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Table 7: Carbon Trading or Trading Carbon? Changes to the Composition of Firm-Level
Imports

(1) (2) (3)
Total ETS Countries Non-ETS Countries

A. Dep. Var. is ∆# of trading partners

Pre-Announcement -0.424 -0.265 -0.159
(0.349) (0.170) (0.280)

Announcement Period -0.367 -0.172 -0.195
(0.453) (0.233) (0.340)

Trading Phase I -0.364 -0.407 -0.043
(0.548) (0.317) (0.496)

Trading Phase II -0.797 -0.703 -0.094
(0.869) (0.431) (0.593)

Mean of Dep. Var. in 2000 14.74 8.23 6.51
Observations 1,610 1,610 1,610

B. Dep. Var. is ∆# of products

Pre-Announcement -0.365 -3.206 -0.317
(2.418) (3.205) (1.646)

Announcement Period 1.597 3.577 -2.351
(2.870) (2.280) (1.831)

Trading Phase I 4.168 3.896 -0.268
(4.048) (3.303) (2.380)

Trading Phase II 7.800 5.610 2.842
(5.115) (4.404) (2.537)

Mean of Dep. Var. in 2000 75.23 53.77 33.84
Observations 1,610 1,610 1,610

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions

between treatment and control firms are imposed at the 95th percentile. Standard errors are

two-way clustered by firm and matching group.
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6 Conclusion

In this paper quasi-experimental evidence on the environmental consequences of the Eu-

ropean Union Emissions Trading Scheme is presented, with a focus on understanding the

degree to which firm behavior can undermine effectiveness.

Using rich administrative data on French manufacturing firms we first match regulated

firms to unregulated firms, using pre-policy announcement characteristics. For the matched

sample we subsequently adopt a difference-in-difference identification strategy to evaluate

the causal effects of the EU ETS on regulated firms.

We find that regulated firms reduced their emissions by 13.5% during the second phase of

the EU ETS, compared to unregulated firms. In addition, we find no statistically significant

effects of the EU ETS on firms’ value added, employment, or capital. In contrast, abatement

at fully regulated firms is achieved through switching into low-carbon electricity from the

grid. Furthermore, we provide evidence to suggest that at least part of our estimated emission

reductions are likely to be real, in a global sense, as regulated firms do not make changes

to their supply chains through international trade. In addition, the absence of significant

changes to value-added is consistent with the view that the same is likely to be true for

intermediate inputs from domestic sources.

Notwithstanding this, firms also appear to make use of loopholes to circumvent the reg-

ulation, especially by reducing emissions in regulated plants and increasing emissions in

unregulated plants. Consequently, aggregate emission reductions could have been substan-

tially larger in the absence of within-firm reallocation. In sum, our findings suggest that

emissions trading can be an effective tool for reducing greenhouse gas emissions, but that

opportunistic behavior by firms can undermine its efficacy.
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Martin, R., M. Muûls, and U. J. Wagner (2016): “The Impact of the European Union

Emissions Trading Scheme on Regulated Firms: What Is the Evidence after Ten Years?”

Review of Environmental Economics and Policy, 10, 129–148.

Mayer, T., M. J. Melitz, and G. I. P. Ottaviano (2014): “Market Size, Competition,

and the Product Mix of Exporters,” American Economic Review, 104, 495–536.

Ministère de l’environnement (2005): “Décret no 2004-832 du 19 août 2004 pris pour
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Online Appendices – Not for Publication

A Matching Appendix

A.1 Pre- and Post-Matching Balance

Figures A.1 and A.2 illustrate the density plots of treated vs. untreated firms for different
samples. The left column compares both groups of firms before the matching while the
right sample compares both groups in the matched sample. They show that the matching
approach improves considerably common support.
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Figure A.1: Density plots for pre- and post-matching balance - energy

a. Greenhouse gas emissions 

b. Greenhouse gas emissions per employee 

c. Share of gas in total energy use 

d. Share of electricity bought 

MATCHED UNMATCHED 

Notes: The figures report the density plots of the variables’ values in 2000, our base year for the treated group 
of firms and the control, untreated, group of firms in the unmatched and matched sample.
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Figure A.2: Density plots for pre- and post-matching balance - other

UNMATCHED       MATCHED 

a. Employment 

b. Value Added 

c. Capital (Tangible Assets) 

Notes: The figures report the density plots of the variables’ values in 2000, our base year for the treated group 
of firms and the control, untreated, group of firms in the unmatched and matched sample.
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A.2 Alternative Matching Specifications

We here present the regression results for greenhouse gases in Table 2 when applying different
matching approaches. Column 1 of Table A.1 is identical to Column 1 of Table 2 with our
main result regarding emissions, based on matching on the logarithm of CO2 in 2000 and
exactly on sector. We also impose maximum nearest-neighbor distance and in the number
of plants difference. In the other columns of the table, the same matching is applied, except
that instead of matching on the logarithm of CO2, we also match on other variables. Column
2 shows that matching on both the logarithm of CO2 and the logarithm of employment, the
parallel trends assumption does not hold. Column 3 shows that the results from column 1
are robust to matching also on the percentage of electricity consumed that the firm buys
from the grid.

Table A.1: Matching specifications

(1) (2) (3) (4) (5)

Dependent variable is ∆ log(CO2)

Pre 0.0110 -0.0408∗∗ 0.0116 0.0144 0.0110
(0.0202) (0.0178) (0.0191) (0.0197) (0.0203)

Announcement 0.0655∗∗∗ -0.00741 0.0209 0.0709∗∗∗ 0.0667∗∗∗

Phase (0.0248) (0.0334) (0.0245) (0.0253) (0.0251)

Phase I 0.000559 -0.00401 0.0229 0.00750 0.00922
(0.0448) (0.0463) (0.0501) (0.0474) (0.0445)

Phase II -0.135∗∗ -0.130∗∗ -0.108∗ -0.145∗∗ -0.134∗∗

(0.0591) (0.0637) (0.0622) (0.0589) (0.0589)

Observations 1,575 1,660 1,647 1,613 1,567
Matching ln(CO2) ln(CO2) & ln(CO2) & ln(CO2) ln(CO2) &

ln(Employment) ln(CO2/VA) % electricity bought % Coal share

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment and control firms

are imposed at the 95th percentiles. Standard errors are two-way clustered by firm and matching group. Different matching

specifications are presented in each column as specified by the line “Matching”
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A.3 Distance Restrictions

We also present in Table A.2 how sensitive the results are to the choice of distance restric-
tion that is placed when matching to the control. Our main specification from Table 2 is
reproduced in column two. We find that when allowing for less distance, the significance
and size of the reduction in CO2 emissions in Phase II is reduced.

Table A.2: Distance restrictions

(1) (2) (3)

Dependent variable is ∆ log(CO2)

Pre 0.0137 0.0110 0.00880
(0.0199) (0.0202) (0.0206)

Announcement Phase 0.0652∗∗∗ 0.0655∗∗∗ 0.0678∗∗∗

(0.0246) (0.0248) (0.0249)

Phase I -0.00125 0.000559 0.00750
(0.0455) (0.0448) (0.0443)

Phase II -0.138∗∗ -0.135∗∗ -0.106∗

(0.0577) (0.0591) (0.0581)

Observations 1,620 1,575 1,502
Distance percentile 99th 95th 90th

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance

restrictions between treatment and control firms are imposed at different

percentiles. Standard errors are two-way clustered by firm and matching

group.
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B Additional Results and Robustness Tests

B.1 Difference-in-Difference

In this section we present evidence based on the more traditional parametric difference-in-
difference approach. Specifically, we estimate the following model, using the full sample of
firms,

yjt − yj2000 = α + δ1(ETSj) +
∑
τ

γτ1(periodτ ) +
∑
τ

βτ1(periodτ )× 1(ETSj) + εjk

where yjt − yj2000 denotes the difference in outcome for firm j in year t relative to the year
prior to the announcement of the EU ETS, the year 2000. The coefficients of interest are
βτ , where τ = t − 2000 captures the effect of the EU ETS on regulated firms, relative to
unregulated firms, in each year relative to the year 2000. γτ captures the effect of the EU
ETS on unregulated firms. Standard errors are clustered at the firm-level to account for
serial correlation over time within-firms.

Table B1 reports the average treatment effect on the treated for each period of the EU
ETS: the pre-treatment period (1996-2000), the announcement phase (2001-2004), Phase I
(2005-2007) and Phase II (2008-2012). We observe that for all four dependent variables,
the parallel trends assumption is rejected by the data. Figure B.1 presents graphically the
average treatment effect on the treated for each year relative to the year 2000 for CO2

emissions.

Table B1: The Effect of the EU ETS on Emissions and Economic Outcomes – Parametric
Difference-in-Difference

(1) (2) (3)
∆ log CO2 ∆ log Value Added ∆ log Employment

Pre-Announcement -0.0263* 0.0310* 0.0527***
(0.0135) (0.0181) (0.0121)

Announcement Phase -0.0442*** -0.0141 -0.0107
(0.0169) (0.0208) (0.0123)

Phase I -0.0492* -0.0507 -0.00515
(0.0272) (0.0339) (0.0211)

Phase II -0.110*** -0.0264 -0.00137
(0.0322) (0.0418) (0.0280)

Observations 38,644 38,644 38,644
Firms 2,871 2,871 2,871

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Standard errors are clustered at the firm

level.

vi



Figure B.1: Change in CO2 emissions at treated vs. control firms - Parametric Difference-
in-Difference

Notes: The figure represents the differences in log(CO2 emissions) between treatment
and comparison firms over time, with the same approach as for the results in Table B1
and with 2000 as the base year. Confidence interval bars at 95%.
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Table B2: The Effect of the EU ETS on Firm Energy Outcomes

(1) (2) (3) (4)

∆ Coal share ∆ Gas share ∆ Elec. share ∆ Elec. bought sh.

Pre 0.00144 -0.000210 0.000599 -0.0187
(0.00295) (0.0123) (0.00333) (0.0115)

Announcement Phase 0.00412 0.0226 0.0329∗∗∗ 0.0151∗

(0.00446) (0.0162) (0.0125) (0.00857)

Phase I -0.0139 0.0363∗ 0.000258 0.0140∗

(0.00906) (0.0209) (0.0142) (0.00842)

Phase II -0.00731 -0.0171 0.000184 0.0254
(0.00759) (0.0313) (0.0191) (0.0157)

Observations 1,575 1,575 1,575 1,573

Notes: Significance levels are indicated as * 0.10 ** 0.05 *** 0.01. Distance restrictions between treatment and

control plants are imposed at the 95th percentile. Standard errors are two-way clustered by firm and matching

group.
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