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@ Generic problem: economic info hidden in VVV data, need to
e remove some type of nuisance variations (here, seasonality)
o aggregate data over some dimension (here, counties)

e univariate procedures do not well.

@ Proposed procedure
e start with some simple univariate filter.

e exploit cross section dependence to mop up residual nuisance
variations. Automate using machine learning tools.

e remove 'enough’ so that economic insights can be obtained.

@ Application: Nielsen Scanner Data



@ Calculated (or Derived) based on data from The Nielsen
Company (US), LLC and marketing databases provided by the
Kilts Center for Marketing Data Center at The University of
Chicago Booth School of Business.

@ The conclusions drawn from the Nielsen data are those of the
researchers and do not reflect the views of Nielsen. Nielsen is
not responsible for, had no role in, and was not involved in
analyzing and preparing the results reported herein.
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@ find stores with at least one sale each week

@ At each week t, the budget share of group g € [1, N;] is
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Budget Shares: Most Purchased Categories

CA: N. =53 FL: N. =58 NY: N. =58 TX: N, =161
3.4 bread 4.4  medications | 4.1 medications | 3.7 carb. bev
3.3  beer 4.3  tobacco 3.2 fresh prod. 3.7 medications
3.3 juice 3.1 carb. bev. 3.1 bread 3.4 snacks
3.2  wine 2.9 liquor 3.0 candy 2.9 bread
3.0 fresh prod. | 2.8 beer 2.8 snacks 2.8  tobacco
3.0 carb. bev 2.6 juice 2.8 juice 2.6 pkgd meat
3.0 snacks 2.6 candy 2.7  tobacco 2.6 candy
2.7 pkgd meat | 2.4 snacks 2.5  beer 2.5 fresh prod.
2.7 salad dress. | 2.3 milk 2.4  carb. bev 2.5 juice
2.6 medication | 2.6 bread 2.3 milk 2.5  beer




@ Approximate expenditure function eg. LES, translog.
@ Impose restrictions of consumer theory.

@ P imposes cross-equation restrictions. Proxy simplifies.

e.g. AIDS (Deaton and Muellbauer 1980):
share;, = Aoz + Z g log pg + B4 log(Y/P*) + error,.

@ Stone's price index: log P* = Zj w;j log p;
@ Classical estimation: T large, N, small.

@ Using seasonally adjusted data, rank of demand system
typically estimated to be no larger than 4.



@ Nielsen data: T = 469, N, = 108 for each s.
e A factor analytic approach to demand analysis:
shareg = F{\g + €gt.

e Principal components can consistently estimate F up to a
rotation matrix without using price/income data

o Non-parametric in economic and econometric sense.

e Rank of demand system in Nielsen data >> 5. Why?
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@ The general Q4 effect

e Spending is concentrated in the last 6 weeks of year.

e Entry-exit is seasonal: more goods introduced in Q4.

@ 3 challenges specific to Nielsen data

i Weekly data: not exactly periodic, (Gregorian calendar).

o Earliest Easter: March 23, 2008, latest Easter, April 24, 2011.
ii Volume and heterogeneity: one model will not fit all.
iii Data are spiky. Promotional sales.

@ 52 week differencing does not work well.

Unlike with official data, user has to deal with all these problems.
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@ Univariate (parametric) procedures: X13, SEATS/TRAMO

@ Perfect seasonal adjustment unlikely

i Spikes from holiday sales move around over the years.
ii Smooth functions are not good at picking up spikes.
iii Span of data is short. Finite sample bias.

iv Hard to tune N. = 2000 x 108 models

seas
gct

be cross-sectionally dependent.

o If salesi>° are correlated across ¢ (counties), the residual will

@ Each individual series might appear de-seasonalized, but
seasonality re-appears after aggregation. 1



@ Key observation: sales of group g in neighboring counties

have similar seasonal patterns regardless of county size.

seaisnal non-seasonal
Yget = dgct + Qgct + Ugct
county specific seasonal ~ common across counties seasonal

@ Key Assumption: dgc: and g, are predictable.

@ Treat seasonal adjustment as a prediction problem.
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Step 1: For each (g, ¢) pair: Fourier regression

O .
Yget = Qg + Fourlergct(ﬂgm 1/ch) +  €get
~

dgcf Qgct + Ugct

-day of month,

.day of
oy and ity = 27TJ days in month *

where §, = 2mj Tays I year

Pd
Fouriergey = Z B1,¢jSin (0tj) + B2,gcjcos (d¢f)
j=1
Pm
+ ) 1 gejSin (M) + 12 gejcos (my)

Jj=1
Step 2: pool information across counties and years

@ train algorithms to predict qge from Gger + Uger.
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# columns= 2000+ counties x 108 product groups

Yip | Y12 Y1,N,
Y21 Y22 Yo,Ng
Y521 | V522 Y52, N,
¥53,1 | V63,2 Y53,N,
Y104,1 || Y104,2 Y104,N,
Ya17,1 | Ya17,2 Ya17,N,
Ya69,1 | Y4692 Ya69,N,
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Yi1 Yi2 Yi,ng
Y21 Y22 Y2,N,
Y521 Y522 Y52, N,
e — e
Y531 Y532 Y53,N,
Y104,1 Y1042 Y104,N,
Ya171 Y4172 Ya17,N,

Ya69,1 Y4692 Ya69,N,

Train one model for each of 108 products for each year:

ii5)



@ Control for multidimensional seasonal heterogeneity using lots
of dummy predictors using a flexible seasonality function.
o Intuition from LSDV: incidental parameter if T is short.
e Fok, Franses, Paap (2007): hierarchical structure, Bayesian.

e We use algorithms choose predictors and functional form.

e Many (391) predictors

i (base set) all date-specific dummies: holidays, sports events.
ii social-economic indicators at county level.
iii weather and location from NOAA.

iv interaction of (i) and (ii).
16



a. Pooled OLS, non-regularized, no averaging.

b. LARS type algorithms.

e average over sequentially constructed predictions.
e solution path similar to Lasso.

o learner = linear model. Averaging reduces bias.

c. Random forest/bagging type algorithms.

e average over predictions from randomly chosen predictors.

o learner = regression tree. Averaging reduces variance.
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Week Ending

CA FL NY TX

CA FL NY TX

Adjusted Data

Raw Data

The 2009 July 4th Effect on Beer Spending

June 27 35 29 25 26|41 33 32 30
July 4 35 28 25 2749 32 38 36
July 11 32 28 24 22|38 35 33 238
The 2009 Superbowl! Effect on Beer Purchases
Jan 31 33 26 26 25|33 24 22 21
Feb 7 37 27 27 26|33 27 24 23
Feb 14 30 25 23 23|25 22 19 19
The April 1 2009 Cigarette Tax Hike
April 4 12 44 27 32|12 48 26 3.2
April 11 1.1 41 24 27|10 41 23 27

April 18

1.3 44 28 33

1.3 43 28 33 1




Fourier + ML R2
°

Fourier R2

state
- calfornia

- florida,

new_york

- texas
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ALL : corr(F2 ,RCCl)= 0.807 corr(F2,BCCl)= 0.776
Corr with DRESSINGS/SALADS/PREP FOODS-DELI:0.22645
Corr with VEGETABLES-FROZEN:-0.62028
T T T T

— 2
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3 1 I I I 1 1 I I
2006-01 2007-01 2008-01 2009-01 2010-01 2011-01 2012-01 2013-01 2014-01 2015-01
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ALL : corr(F3 ,D(RCC)= 0.702 corr(F3,D(BCCI)= 0.670
Corr with FRUIT - DRIED:0.25558
Corr with CARBONATED BEVERAGES:-0.22958
T : :
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— 3
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@ Product and regional level information at weekly frequency
make the data unique.

@ Which product groups are recession-proof?

(group,week) panel regression:

sharegs = ap + a1Fo rr ¢ + errorg:
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VEGETABLES-FROZEN
PASTA =

VEGETABLES - CANNED =

BREAD AND BAKED GOODS
CONDIMENTS, GRAVIES, AND SAUCES =
BAKING Mg(&a b

PIZZAISHACKSHORS DOEURVES-FR2N
PREPARED FOOD-DRY MIXES 4

SALAD DRESSINGS, HAYO, TOPPINGS
TABLE SYRUPS, MOLASSES
SHORTENING, OIL

VEGETABLES AND GRAINS - DRIED =
SUGAR, SWEETENERS

FLOUR 1

PREPARED FOOD-READY-TO-SERVE
PICKLES, OLIVES, AND RELISH
CRACKERS

BAKING SUPPLIES

DETERGENTS o

TOBACCO & ACCESSORIES

UNPREP MEATIPOULTRYISEAFOQD-FRIN <
PETFOOD 4

CEREAL =

SEAFQQD - CANNED 1

PUDDING, DESSERTS-DARY

CARBONATED BEVERAGES
NOLCH DRANPTS o

a; < 0 (countercyclical)
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BABY NEEDS

WRAPPING MATERIALS AND BAGS
HOUSEHOLD SUPPLIES
HOUSEWARES, APPLIANCES
FRESHENERS AND DEODORIZERS
BREAKFAST FOODS-FROZEN
LAUNDRY SUPPLIES

WINE

ICE

HARDWARE, TOOLS
INSECTICDSIPESTICDSIRODENTICDS
VITAMINS

EGGS

YOGURT
SNACKS, SPREADS, DIPS-DAIRY
TOYS & SPORTING GOODS

COFFEE

LIGHT BULBS, ELECTRIC GOODS
FRESH MEAT

MENS TOLETRIES

ORAL HYGIENE

DEQDORANT
DESSERTSIFRUITSITOPPINGS-FROZEN
SEWING NOTIONS

FRAGRANCES - WOMEN

SOFT DRINKS-NON-CARBONATED
MEDICATIONSIREMEDIESIHEALTH AIDS

HAR CARE
DRESSINGS/SALADSIPREP FOQDS-DELI
LOUOR

> 0 (procyclical)

00 02 04

06
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Change in food-in share from Sep 2008 to Sep 2009 (bps)
~100-50 0 50 100150
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@ Users have more data preprocessing responsibilities
@ Methodology
i start with some possibly imperfect method.
i exploit information across counties (Tweedie formula)
iii automate using machine learning methods.
@ Other applications:

e Firm level industrial production, different sectors

e For each sector, pool across firms.
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